Absent or undetected? Effects of non-detection of species occurrence on wildlife–habitat models
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Abstract

Presence–absence data are used widely in analysis of wildlife–habitat relationships. Failure to detect a species’ presence in an occupied habitat patch is a common sampling problem when the population size is small, individuals are difficult to sample, or sampling effort is limited. In this paper, the influence of non-detection of occurrence on parameter estimates of logistic regression models of wildlife–habitat relationships was assessed using analytical analysis and simulations. Two patterns of non-detection were investigated: (1) a random distribution of non-detection among occupied patches; and (2) a non-random distribution of non-detection in which the probability of detecting a species in an occupied patch covaried with measurable habitat variables. Our results showed that logistic regression models of wildlife–habitat relationships were sensitive to even low levels of non-detection in occupancy data. Both analytic and simulation studies show that non-detection yields bias in parameter estimation of logistic regression models. More importantly, the direction of bias was affected by the underlying pattern of non-detection and whether the habitat variable was positively or negatively related to occupancy. For a positive habitat coefficient, a random distribution of non-detection yielded negative bias in estimation, whereas linkage of the probability of non-detection to habitat covariates produced positive bias. For a negative habitat coefficient, the pattern was reversed, with a random distribution of non-detection leading to positive bias in estimation. A release–recapture livetrapping study of small mammals in central Indiana, USA, was used to illustrate the magnitude of non-detection in a typical field sampling protocol with varying levels of sampling intensity. Estimates of non-detection error ranged from 0 to 23% for seven species after 5 days of sampling. We suggest that for many sampling situations, relationships between probability of detection and habitat covariates need to be established to correctly interpret results of wildlife–habitat models.
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1. Introduction

The understanding of wildlife–habitat relationships is essential in conservation planning. Ideally, conservation plans are formed based on an understanding of population vital rates (i.e., birth, death and dispersal rates), and the influences of environmental variables upon them. However, obtaining precise quantitative information about these processes is costly and not always an option for conservation managers. In the absence of detailed information about population dynamics, habitat-based models often focus on relationships between habitat variables and either abundance or occurrence of a species. Compared to abundance data, presence–absence data are easier to collect and much less costly. Not surprisingly, substantial efforts have been made to examine the relationship between species occupancy and environmental and habitat covariates (e.g., Hinsley et al., 1995, Mladenoff et al., 1995, Buckland et al., 1996; Bergeron et al., 1997; Wiser et al., 1998; Odom et al., 2001; Scott et al., 2002). The relationship between occupancy and habitat area has been used to justify the preservation of larger tracts of habitats as a primary goal of conservation (Mortberg, 2001). Occupancy-based habitat models also have been used to predict...
habitat selection patterns of unstudied populations and occurrence of species in poorly sampled areas (Pauley et al., 1993, Edwards et al., 1995, Cowley et al., 2000). In addition to these statistical models, presence–absence data have been used in dynamic metapopulation models to draw inferences about ecological processes, e.g., extinction and colonization probability (Hanski 1994, 1998).

Many studies have focused on improvement of parameter estimation of occupancy-based habitat models. For logistic regression models of habitat suitability, spatial autocorrelation in explanatory variables has been incorporated to enhance precision of parameter estimation (Besag, 1974, Augustin et al., 1996, Gu et al., 2001, Klute et al., 2002). Palmgren and Ekholm (1987) and Copas (1988) derived methods for robust parameter estimation when a binary response variable was subject to misclassification error. In their studies, misclassification was assumed to occur randomly among cases. Additionally, falsely recorded occurrences of an absent species and falsely recorded absences of a species that is present were treated equally in their estimation procedures. Moilanen (2002) demonstrated that false zeros in occupancy can significantly affect estimation of all parameters of an incidence function model. In his study, non-detection was assumed to occur randomly among occupied habitat patches. Recently, estimation of the proportion of patch occupancy with the detection probability less than one has been developed. Habitat covariates can be incorporated in estimating the probability of site-specific detection (MacKenzie et al., 2002).

In ecological studies of species occupancy, falsely recorded occurrences of an absent species seldom occur except in cases of identification or transcription errors. Most ecological surveys, however, have inevitable sampling error associated with non-detection of species occurrence because the probability of detecting a species at a site depends on population density and efficiency of sampling approaches and effort. Therefore, under-estimation of occupancy could be common for rare species, which species occurrence was common or prevalent and the probability of non-detection of species occurrence was linked to habitat covariates. Two mechanisms generating non-detection of species occurrence were investigated. In the first mechanism, non-detection was assumed to occur randomly among occupied habitat patches, whereas in the second case non-detection was assumed to be due to particular features of the habitat, so that the distribution of non-detection was non-random.

2. Methods

2.1. Estimating probability of non-detection of species occurrence: a case study

As mentioned above, non-detection of species occurrence is unavoidable in field studies and may be substantial. We chose a release–recapture data set on small
mammals to illustrate a method for estimating the magnitude of non-detection error induced by sampling, and the extent to which non-detection can vary from species to species and as a function of sampling effort. Mammals were live-trapped for 5 days in forest patches on the Indian Pines Natural Resources Area and the Davis Purdue Agricultural Center in central Indiana. The study areas were predominantly agricultural, with remnant forest vegetation. During 1992–1996, 42 forest patches were trapped, some multiple times, for a total of 86 occasions. To maintain conceptual and terminological consistency with the simulation portion of our study, we hereafter refer to the 86 occasions as “patches”, i.e. a patch may be re-counted if it was revisited in different years. Details of the sampling protocol are reported elsewhere (Nupp and Swihart, 1998; 2000).

The total number of sampled patches occupied, \( T \), for a species often is estimated by tallying the number of patches in which the species was detected. We obtained a better estimate of \( T \) by using closed-population release-recapture methods (Otis et al., 1978; White and Burnham, 1999) that estimate the conditional daily probability, \( d \), of detecting a species in a patch given that the species occurs there. Traditionally, release-recapture studies on closed populations have focused on estimation of abundance (Otis et al., 1978). Recently, these methods have been expanded to parameter estimation of species richness (Boulinier et al., 1998) and turnover rates (Nichols et al., 1998a, b), in a manner analogous to estimation of population abundance and vital rates, respectively. In our study, we recorded whether any individual of species \( k \) was detected in patch \( i \) during day 1, 2, ..., 5 of sampling; failure to detect any individual on a day resulted in an entry of zero for that day. For each species, we used the model selection procedure in CAPTURE (Rexstad and Burnham, 1991; Boulinier et al., 1998) to obtain estimates of \( d \) and \( T \). Models incorporating temporal variation in \( d \) were not considered, because sampling was not done simultaneously at all sites. To assess the importance of sampling effort, we computed estimates of \( d \) and \( T \) using the entire 5 days of trapping. For all species the heterogeneity model (\( M_h \)) was selected by CAPTURE and thus was used to estimate \( d \) and \( T \). The probability of non-detection for \( j \) days of sampling was then estimated for species \( i \) as

\[
\hat{p}_{ij} = \prod_{m=1}^{j} (1 - \hat{d}_{im})
\]

2.2. Analytical model of non-detection of species occurrence on parameter estimation of logistic regression models

Typically, logistic regression models of wildlife habitat relationships relate the log odds of probability of occurrence \( \log(p_i) \) of patch \( i \) to a linear predictor of \( m \) habitat covariates:

\[
\log(p_i) = \beta_0 + \beta_1 x_1 + \ldots + \beta_m x_m
\]  

where \( \log(p_i) = \log(p_i) / (1-p_i) \). Parameter estimation is accomplished using the method of maximum likelihood for generalized linear models.

To introduce non-detection error in model analysis, we used the following notations. We defined \( p_i \) as the probability of detecting the focal species in a habitat patch \( i \), \( P_i \) as the probability of species occurrence in patch \( i \), and \( d \) as the conditional probability of detecting the species given its presence. Assuming that a species is never recorded as present at a site when it is not there, \( p_i \) is always less than or equal to \( P_i \), i.e. \( p_i = d P_i \). The implicit assumption in almost all current habitat models is that \( p_i \) equates to \( P_i \), i.e. \( d = 1 \). If \( d < 1 \), \( p_i \) is a probabilistic measure of species occurrence and obviously subject to sampling variation.

For small \( p_i \), \( \log(p_i) \) can be approximated with \( \log(P_i) \) because \( 1 - p_i \approx 0 \approx 1 - P_i \approx 1 - d P_i \). The implicit assumption in almost all current habitat models is that \( p_i \) equates to \( P_i \), i.e. \( d = 1 \). If \( d < 1 \), \( p_i \) is a probabilistic measure of species occurrence and obviously subject to sampling variation.

Clearly, \( \log(d) \) is an offset of the intercept of \( \log(P_i) \) against the linear predictor of habitat covariates. The offset is always negative except for the special case when \( d = 1 \). Thus, when \( d \) is a constant less than unity, parameter estimates of wildlife-habitat models will be biased. The direction of bias depends on the sign of the coefficient, \( \beta_k \). If \( \beta_k > 0 \), a constant \( d < 1 \) tends to underestimate the parameter, whereas an overestimate results if \( \beta_k \) is negative.

The above analysis provides an intuitive interpretation of the effect of non-detection of species occurrence on parameter estimation. Unfortunately, this analytical analysis becomes intractable when the approximation of \( \log(p) \) with \( \log(p) \) is inappropriate or when \( d \) is site-specific and related to habitat covariates. For these situations, simulations are required to understand the effect of non-detection of species occurrence on parameter estimation. In the following sections, we describe a simulation study which explicitly takes into account non-detection of species occurrence in parameter estimation of logistic wildlife habitat models.

2.3. Simulation study

A hypothetical landscape was constructed of 50 habitat patches characterized by two habitat covariates. For each habitat patch, the two habitat covariates (e.g., surrogates for habitat size and some measurable attribute of habitat quality such as percent canopy closure) were specified as log-normal distributed variates (Table 1). The probability \( (P_i) \) of occupancy in habitat
Table 1

Coefficients for specifying habitat patches and patch occupancy based on logistic regression models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Habitat covariate</td>
<td></td>
</tr>
<tr>
<td>$X_1 = \exp(v)$</td>
<td>$v \sim \text{normal (} \mu = 0.8, \sigma = 0.8\text{)}$</td>
</tr>
<tr>
<td>$X_2 = \exp(v)$</td>
<td>$v \sim \text{normal (} \mu = 0.5, \sigma = 0.5\text{)}$</td>
</tr>
</tbody>
</table>

Logistic regression models

$b_0$ $b_1$ $b_2$

| Rare (P = 0.14)   | −5   | 0.8  | 0.4  |
| Common (P = 0.54) | −5   | 2.2  | 1.1  |
| Abundant (P = 0.72)| −5   | 2.6  | 1.3  |

patch $i$ was calculated as a logistic function of the two habitat variables:

$$\logit(P_i) = b_0 + b_1X_1 + b_2X_2,$$

where $b_j$ ($j = 0, 1, 2$) are coefficients, and $X_1$ and $X_2$ are the habitat covariates.

Three habitat specifications were generated by choosing coefficients in Eq. (3) to represent various degrees of patch occupancy. Rare, common, and abundant species were designated at 14, 54 and 72% occupancy, respectively. Proportionality of coefficients was maintained across all three sets, with $b_2 = b_1/2$ used to distinguish the relative importance of the habitat covariates on $p_i$ (Table 1). In addition, for the common hypothetical species we tested a set of coefficients with a negative effect of $X_2$ on occupancy (Table 1). Actual patch occupancy was determined by comparing the calculated probability of occupancy, $P_i$, to a uniform [0–1] random number. If $P_i$ was greater than the generated random number, the patch was assigned as occupied, and vice versa. Because of stochasticity in assigning patch occupancy in the above procedure, habitat patches with small estimated probabilities of occupancy might be assigned as occupied whereas patches with large calculated probability of occupancy might be assigned as unoccupied. The habitat covariates and occupancy data specified by the four sets of coefficients (Table 1) were saved in separate files. Simulations were conducted on each of these data files as described in the following sections.

In the first case of non-detection that we considered, detection probability had no relation to the habitat covariates that were measured, thus providing a stochastic analog to the preceding analytical model. False negative misclassification could occur with an equal probability in any of the occupied patches. In our simulations, this was accomplished by comparing a generated uniform [0–1] random number with a constant representing the level of non-detection error, e.g.

0.05. If the random number was smaller than the constant, the occupied patch was reassigned as unoccupied. This procedure repeated for all occupied patches.

In the second case we considered the situation in which detection probability tends to covary with one or more of the measured habitat variables, because these habitat variables influence a species’ probability of detection in a patch (i.e., $d$). In this case, we modeled detection probability in the $i$th patch ($d_i$) using a sigmoid function of the calculated probability of occupancy ($P_i$):

$$d_i = \frac{P_i^2}{P_i^2 + \delta^2},$$

where $\delta$ is a constant on the interval [0, + $\infty$] influencing how $d_i$ changes with $P_i$. A large value of $\delta$ results in a low detection probability for a patch, whereas $\delta = 0$ results in $d_i = 1$ and thus no non-detection happens. Different values of $\delta$ were used to obtain various degrees of non-detection errors. An occupied patch with $d_i$ smaller than a uniform [0–1] random number was misclassified as unoccupied. Eq. (4) indicates that probability of detection, as a function of probability of occupancy, is dependent on habitat covariates. In a similar procedure as described for randomly distributed non-detection error, the calculated $d_i$ was then compared with a generated uniform [0–1] random number to assign on which occupied patches non-detection occurring. For a given level of non-detection error, different occupancy data were generated in each trial run because of stochasticity in assigning non-detection to each occupied habitat patch. We conducted 1000 trials for each given non-detection error. Stochasticity prevented an identical pattern of non-detection error from being produced in each trial using a given value of $\delta$ in Eq. (4). Thus, levels of non-detection error were categorized into groups comparable to their counterparts generated under the first scenario of randomly assigned non-detection error.

For occupancy data from each trial, parameter estimation was conducted using the maximum likelihood method with Fisher’s method of scoring (Collett, 1991). Percent relative bias ($R_i$) of parameter $i$ was defined as

$$R_i = 100 \left( \frac{\hat{B}_i - \bar{B}_i}{\bar{B}_i} \right),$$

where $\hat{B}_i$ and $\bar{B}_i$ are estimates of parameter $i$ in the presence and absence of non-detection error, respectively. We used $\bar{B}_i$ instead of true values of the coefficients $B_i$, which were used in generating the original occupancy, because stochasticity in generation of occupancy resulted in various occupancy patterns for the same set of habitat coefficients. Means and 95% confidence limits of $R_i$ were obtained from 1000 randomizations.
3. Results

3.1. Empirical estimation of non-detection error for small mammals

Seven species of small mammals accounted for 7593 captures of 4548 individuals. In descending order of individuals captured, species were *Peromyscus leucopus* (3082), *Tamias striatus* (1442), *Blarina brevicauda* (559), *Sciurus niger* (239), *Sciurus carolinensis* (107), *Glaucomys volans* (79), and *Tamiasciurus hudsonicus* (39). Probabilities of false negative misclassification varied substantially among species (Fig. 1). For all species, a second or third day of sampling produced enhanced detection, some of which were dramatic. After 5 days of sampling, all species except *Tamiasciurus hudsonicus* exhibited probabilities of false negative misclassification <0.05 (Fig. 1). *T. hudsonicus*, the species detected least frequently during the study, retained an elevated probability of non-detection error (0.23) despite additional sampling effort.

3.2. Simulated effects of non-detection error on parameter estimation

For the models in which both habitat covariates ($X_1$ and $X_2$) were positively correlated with patch occupancy, sampling-induced non-detection error introduced bias into estimators and reduced precision in the corresponding coefficients, i.e. $b_1$ (Fig. 2) and $b_2$ (Fig. 3). Absolute levels of bias tended to increase with occupancy. For habitat covariate $X_1$, which had twice as much influence on occupancy as $X_2$, the relative bias was less than that for the coefficient for variable $X_2$.

Interestingly, the direction of bias was opposite for the two patterns of non-detection error. Randomly occurring non-detection among occupied habitat patches generally yielded underestimates of coefficients, i.e. a negative relative bias (Figs. 2a–c and 3a–c). These simulation results were consistent with predictions from our analytical model; a constant level of non-detection error should lead to negative bias for positive coefficients. In contrast, non-random distribution of non-detection error yielded positive bias (Figs. 2d–f and 3d–f).

For the model in which occupancy was positively correlated with $X_1$ but negatively correlated with $X_2$, patterns of bias and precision for $b_1$ mirrored those depicted in Figs. 2 and 3. However, the directions of bias in $b_2$ were reverse for the two scenarios of non-detection error (Fig. 4). That is, random non-detection produced positive bias in $b_2$ (Fig. 4a), whereas linking the probability of non-detection error to the habitat covariates resulted in negatively biased estimates of $b_2$ (Fig. 4b). The latter result also is compatible with predictions of the analytical model that non-detection of occurrence tends to yield positive bias in habitat covariates which are negatively correlated with $\text{logit}(p_i)$.

4. Discussion

Failure to detect species when they are present at a site is not uncommon in field surveys. For example, using double-observer surveys for avian point counts, Nichols et al. (2000) showed that a single observer missed varying proportions of the birds actually present. Non-detection of occurrence is most common for species with relatively low detection probability (Dettmers et al., 1999). For rare species with low detection probability, non-detection error can be substantial. For example, in an experiment on monitoring one of the world’s rarest tortoises (*Psammobates geometricus*), no observer detected >50% of the tortoise models placed along transects in natural habitat (Gardner et al., 1999). Likewise, the detectability of a threatened and cryptic bird (*Brachyramphus marmoratus*) in individual forest stands was as low as 12% (Stauffer et al., 2002). Even for species that are relatively common (e.g. *T. hudsonicus* in our study), large non-detection error can be non-trivial if sampling effort is limited or a sampling method is used that results in low detectability for the species. Our field study of small mammals in central Indiana showed that non-detection errors were problematic in several species when only 2 or 3 days of sampling were conducted, and non-trivial for *T. hudsonicus* even after 5 days (Fig. 1). In situations where detection probabilities are known beforehand, Stauffer et al. (2002) provide a binomial model that incorporates estimates of $d$ for purposes of power analysis at patch and regional scales. Their model provides a useful approach to determining the level of sampling intensity in terms of repeated visits to a site and number of sampling sites. Based on prob-
abilistic models and empirical data, Kery (2002) estimated the minimum number of times that a site must be visited to infer the absence of the particular species of European snakes. The results suggested that some species might be more widespread than previously thought. The vast majority of wildlife–habitat models that use presence–absence as a response variable have assumed that if a species occurs at a site, it will be detected. This assumption has the effect of equating detection probability to one. As our field study and the examples in the previous paragraph demonstrate, there are many instances in which this assumption of inerrancy is unfounded. Unfortunately, the assumption has seldom been tested in ecological studies, even though resultant inferences about the relationship between species occupancy and habitat variables depend on it. An increased reliance on the use of presence–absence data for decision making in habitat conservation and management highlights the need to evaluate the performance of habitat-occupancy models (Tyre et al., 2001; Cinchy et al., 2002). Uncertainties associated with predictions of occupancy models have been attributed to variation in animal–landscape relationships, stochastic variation in environmental variables, and assumptions about model structure (Gutzwiller and Barrow, 2001).

We extend these findings by demonstrating that failures to detect a species at occupied sites can lead to poorly formulated habitat models and thus to erroneous prediction of a species’ response to habitat change. Our simulation studies demonstrated that bias in parameter estimation is influenced by whether non-detection errors occur independently of characteristics of occupied patches. In situations where non-detection error was randomly distributed among occupied patches, biases in parameters followed the analytical predictions given by Eq. (2), i.e., underestimates of coefficients resulted for habitat variables that were positively related to occupancy. Under this scenario, important habitat variables may be disguised as unimportant solely due to non-detection error. The reduced power of the model is due to loss of information introduced by randomly failing to detect the focal species among occupied patches. Random non-detection error becomes costly if the model containing the errors is

![Effect of non-detection of species occurrence on parameter estimation of habitat covariate X1 using logistic regression, under various levels of patch occupancy.](image)

Fig. 2. Effect of non-detection of species occurrence on parameter estimation of habitat covariate $X_1$ using logistic regression, under various levels of patch occupancy (upper, middle and lower panels represent species occupancy of 14, 54 and 72%, respectively). Panels a–c are parameter estimates in the cases of random non-detection, whereas panels d–f are parameter estimates for the case where the probability of non-detection covaried with $X_1$ and $X_2$. Boxes represent mean relative biases. Vertical bars represent 95% confidence limits from 1000 randomizations.
poorly formulated and thus does not reveal important habitat variables, leading to “good” habitats being excluded from management consideration.

We also considered the case in which detectability of a species at a site is not random, but instead is related to habitat characteristics of the site. Our simulations showed that models derived from these data tend to overstate the importance of the habitat variables that are positively related to detection probability. Therefore, the conservation programs based on this model may be biased toward sites characterized by habitat covariates favoring detection, even though the sites may be sinks (Pulliam, 1988). For example, suppose that visual surveys are used to detect a species of rabbit in bottomland forest remnants. Further, suppose that the species preferentially uses stumps and fallen logs as vantage points when available. Under these circumstances, the density of stumps and fallen logs at a habitat may favor detection of the rabbit species due to its greater visibility. If this is the case, then the chance of non-detection in patches occupied by the rabbit will be smaller in patches that also contain high densities of stumps and fallen logs. Note that the relationship of stumps and logs to detectability does not imply that they influence occupancy. However, logistic presence–absence models derived from this data set will tend to overstate the role of the stumps and logs as factors influencing occupancy (and by association, habitat suitability).

Few studies have been conducted to examine factors affecting probability of detection (but see McKenzie et al., 2002; Royle and Nichols, 2003). Kery (2002) investigated the variables affecting probability of detection of snake populations. Based on known species occupancy and population size in habitat patches, he found that population size and sampling season were the two major factors influencing probability of detection. His study highlighted the need to investigate the factors relating to the probability of detection in sampling studies. Recently, MacKenzie et al. (2002) demonstrated how a robust measurement of the effect of non-detection error on patch occupancy models for closed populations in which the probabilities of occupancy and detection are differentiated. An important advantage of the likelihood-based method of MacKenzie et al. (2002) is its ability to model both detection probability and occupancy as

Fig. 3. Effect of non-detection of species occurrence on parameter estimation of habitat covariate $X_2$ using logistic regression, under various levels of patch occupancy (upper, middle and lower panels represent species occupancy of 14, 54 and 72%, respectively). Panels a–c are parameter estimates in the cases of random non-detection, whereas panels d–f are parameter estimates for the case where the probability of non-detection covaried with $X_2$. Boxes represent mean relative biases. The bars represent 95% confidence limits from 1000 randomizations.
functions of habitat covariates. Using their approach, a logistic function is appropriate for linking habitat covariates to estimates of detectability and occupancy. As highlighted in our study and the work by MacKenzie et al. (2002), estimating and correcting for non-detection error requires multiple sampling occasions. Multiple occasions should become a standard component of presence–absence sampling protocols, with designs that allow sampling to be completed in a period of time short enough to ensure that local extinction or colonization events do not occur. Estimating the relationships between the probability of detection and habitat covariates could assist in identifying the habitat patches where more sampling effort is needed to reduce non-detection error. Our results emphasize the importance of sound sampling design in ecological studies aimed at developing wildlife–habitat models in situations where the potential exists for non-detection error.
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