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LIST OF TERMS 
 
 
 

Given that terminology is occasionally used with slight variations in meaning 

across disciplines, and even within disciplines, the following serves as a list of terms as 

they are used in this dissertation. 

 

Analogical Transfer: a measure of learning involving the application of an abstract 

schema from a source story to a target problem (Gick & Holyoak, 1983). 

Associative Connections: entails activation of mental representations within either the 

verbal or nonverbal symbolic system, accounting for spread of association among 

words or among images (Paivio, 1991). 

Content Transfer: a measure of learning involving the application of learned content to 

new scenarios or novel problems, such as problem solving (e.g., Mayer, 1997). 

Modality Transfer:  the transition of information from one modality to another, 

specifically from the verbal to the visual and vice versa made possible by dual 

coding (Paivio, 1971; 2007).  

Comprehension/Understanding: the second level of learning according to Bloom’s 

Taxonomy (Bloom, Engelhart, Furst, Hill, & Krathwohl, 1956).  As used here, 

comprehension or understanding reflects the ability to answer questions posed 

about a text or picture when answers were explicitly stated in the study material.  
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Comprehension shows a grasp of the idea behind the picture or text rather than 

merely recognizing or recalling the exact representation. 

Depictive Representation: iconic signs associated with the content they represent 

through common structural features on either a concrete or more abstract level.  

Pictures are depictive representations (Schnotz, 2002). 

Descriptive Representation: a representation consisting of symbols that have an 

arbitrary structure and that are associated with the content they represent simply by 

means of a convention.  Text is a descriptive representation (Schnotz, 2002). 

Task-specific Informationally Equivalent: when two (or more) representations both 

allow the extraction of the same information required to solve specific tasks 

(Schnotz, 2002).   

Memory: the first level of learning according to Bloom’s Taxonomy.  Includes 

recognition and recall (Bloom et al., 1956). 

Modality Interaction Effect:  score suppression that is the result of a modality transfer.  

A modality interaction effect has been shown for memory, where participants who 

are asked to recognize information in the opposite modality than their study 

modality score lower than participants who are asked to recognize information in 

the same modality (Standing & Smith, 1975). 

Picture Superiority Effect: A consistent finding in memory studies where those who 

study pictures remember more than those who study text that is task-specific 

informationally equivalent (Standing, 1973). 

Referential Connection: the mental connection between visual and verbal mental 

representations of the same or similar material (Mayer & Sims, 1994). 
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Representational Connection: the cognitive process of going from an external to an 

internal representation of material; encoding. Representational connections will be 

in visual form (imagens) for visual information and verbal form (logogens) for 

verbal information (Mayer & Sims, 1994; Paivio, 1986). 

Representational Transfer:  a measure of learning involving the application of a 

concept or methodology such as diagrams to solve novel problems (Novick, 1990).   

Transfer: Synonymous with application, the third level of learning according to Bloom’s 

Taxonomy (Bloom et al., 1956).  As used here, transfer refers to the ability to apply 

information to a new context and/or solve novel problems for which answers are 

not directly supplied. Several types of transfer are briefly explored in the text. 

Verbal: as used by dual-coding theory (Paivio, 1971), verbal refers to both written and 

aural language. 

Visual: as used by dual-coding theory (Paivio, 1971), visual refers to pictures, graphs, 

photos, and other images that are stored as imagens by the brain. 
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ABSTRACT 
 
 
 

Beagle, Janet M. Ph.D., Purdue University, December 2009.  Pictures Versus Text: 
Modality Effects Across Three Levels of Learning and Study Time. Major Professors: 
Mark A. Balschweid and B. Allen Talbert. 

 
 

The present study sought to explore the impact of picture and text modality on three 

levels of learning and study time.  Undergraduate students (N=206) who indicated 

English as their first language studied information on the Emerald Ash Borer in either 

picture or text format for one, two, or four minutes.  They then answered recognition and 

comprehension questions in picture and text format and two types of transfer questions.  

At one minute, the picture study condition significantly outperformed the text study 

condition across recognition and comprehension (p = .016), primarily due to performance 

on picture recognition questions.  At two and four minutes, this picture superiority effect 

was replaced with a modality interaction effect; those who studied pictures scored higher 

on picture recognition questions and those who studied text scored higher on text 

recognition questions (all at p < .01). No significant effect of study condition was found 

on the comprehension questions at any time (all at p > .1). A study condition x question 

type interaction showed pictures had an advantage for recognition but not for 

comprehension (p = .001).  This waning of a picture superiority effect was continued at 

the level of transfer, where the text study condition scored significantly higher on the 

scenario transfer questions averaged across all time periods (p = .011). No difference 



 xvi

between study conditions was seen for the problem solving transfer questions (p = .802).  

Results suggest a memory advantage for pictures, but a transfer advantage for text.  

Implications are discussed. 
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CHAPTER 1: INTRODUCTION 
 
 
 

Statement of Problem 

This dissertation seeks to investigate whether pictures and text are differentially 

processed across different levels of learning, and to assess the implications of that 

processing for science educators.  

Pictures and text are frequently used alone or in combination within various 

educational settings.  This is particularly true within science education where precise 

identification of biological organisms, chemical structures, and biochemical pathways is a 

core component of student learning (e.g., Atkinson et al., 1999; Patrick, Carter, & Wiebe, 

2005; Velázquez-Marcano, Williamson, Ashkenazi, Tasker, & Williamson, 2004).  

Within science education, photographs, diagrams, graphs and other visuals are used alone 

or in conjunction with text to aid student learning.   

The goals of this learning can be variable.  In 1956, Bloom and his colleagues 

established a Taxonomy of learning that is still used to classify learning today (Anderson 

& Sosniak, 1994; Bloom, 1994.)  These levels of learning are evident within science 

education.  For example, consider the first three levels of learning: knowledge (memory), 

comprehension, and application. 

There are times when rote memorization or identification are essential – such as 

identifying cell types, chemical structures, insect pests, or particular species of plants or 
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animals.  In these cases it is most important that students are able to accurately remember 

the information. 

In other situations, the learning goal is more comprehensive.  For example, it is 

important for students to understand why particular chemical reactions are taking place, 

what is being indicated about plant or animal health by a combination of symptoms, or 

how biological systems function. 

Learning can also extend to the next level of application or transfer.  There are 

times students need to take information they learned in the classroom and apply it to new 

contexts.  If they are identifying plant or animal species from photographs, they also need 

to be able to identify the living organism in the field.  If they are learning why a 

particular chemical reaction is taking place, they need to be able to predict similar 

reactions with different compounds. 

Despite the prevalent use of pictures and text to achieve these various learning 

outcomes, limited research has sought to identify how pictures and text are processed for 

various levels of learning.  The present study seeks to identify how pictures and text are 

remembered, understood, and transferred – and how educators can appropriately use 

these two modalities to improve learning. 

 

Theoretical Framework 

The theoretical framework of the present study rests at the intersection of dual-

coding theory (Paivio, 1971) and the taxonomy of learning proposed by Bloom and his 

colleagues (Bloom, Engelhart, Furst, Hill, & Krathwohl, 1956).  Dual-coding theory 

proposes there are “two separate coding systems of mental representation, one system 
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specialized for language and one system specialized for dealing with nonverbal objects 

and events” (Sadoski & Paivio, 2001, p. 43).  In other words, pictures are processed one 

way, while text is processed another way.   

The question investigated here is how this differential processing is impacted by 

the different levels of learning proposed by Bloom and his colleagues (1956).  It has been 

shown that pictures are superior to text for memory tasks (e.g., Paivio & Csapo, 1973; 

Standing, 1973).  So, pictures outperform text at the first level of Bloom’s Taxonomy.  It 

is unknown, however, whether this “picture superiority effect” will remain for other 

levels of learning.   

The present study seeks to investigate the differential processing of pictures and 

text across the first three levels of Bloom’s Taxonomy: memory, comprehension, and 

transfer (Bloom et al., 1956). 

 

Research Background 

Within the field of educational research, investigations into picture and text 

effects generally operate within a text-centric paradigm.  The main goal of these 

investigations is to enhance textual learning through the addition of pictures (e.g., Carney 

& Levin, 2002; Mayer, 1997).  With few exceptions, most notably within advertising and 

other persuasion research (e.g., Peracchio & Meyers-Levy, 2005), but occasionally within 

the field of education (e.g., Weidenmann, 1989), little research has investigated how 

individuals learn from pictures alone, and how this learning compares to that from text. A 

basic science investigation comparing pictures and text across different levels of learning 

is needed to begin to identify the relative strengths and weaknesses of these two 
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modalities.  This, in turn, will begin to guide research towards the most effective usage of 

pictures and text. 

A review of existing literature raises an additional point in need of further 

research: the modality with which learning is assessed.  With few exceptions (e.g., 

Butcher, 2006) learning assessments are almost always conducted textually, particularly 

for higher levels of learning such as comprehension or transfer (e.g., Mayer, 1997; Mayer 

& Johnson, 2008).  Within the picture memory literature, it has been shown that requiring 

participants to respond in a modality different than the modality they studied suppresses 

their test scores (Standing & Smith, 1975).  In other words, participants who study 

pictures but demonstrate their learning in text form or study text but demonstrate their 

learning in picture form have lower scores than those who study pictures and demonstrate 

their learning in picture form or who study text and demonstrate their learning in text 

form.  Therefore, the assessment instrument can artificially deflate the learning measure 

simply by changing the modality.  

It is unknown whether a similar modality interaction effect occurs at levels of 

learning beyond memory.  If it does, this effect could be confounding existing research.  

A study is needed that uses an assessment instrument in both picture and text modality to 

allow for an investigation into this modality interaction effect. 

An additional consideration for pictures and text comparisons is the impact of 

processing speed.  As detailed shortly, the amount of time an individual has to review 

information can impact the type of processing they undergo and can differentially impact 

the information obtained from picture vs. text modalities (e.g., Lang, Potter, & Bolls, 

1999; Meyers-Levy & Malaviya, 1999; Paivio, 1971).  It is possible, then, that different 
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picture and text effects may be exhibited with different study times.  There is a need 

within the literature for the variable of study time to be considered. 

In addition to the contributions this study makes to the existing literature base, a 

basic understanding of picture and text effects also has direct application to education 

both in and out of the classroom.  From a practical perspective, it is not always possible 

to include both pictures and text in learning materials.  There may be limited space within 

a document, limited time to present the information, or a limited budget with which to 

produce the materials.  In these instances, educators are forced to make a modality 

decision, and they need to know the best choice to achieve their teaching objective.  

Thus, a study is needed that directly compares the usage of pictures and text at different 

levels of learning. 

The present study seeks to address these needs by providing a direct, intensive 

investigation into the effects of visual and verbal modalities across three levels of 

learning: memory, comprehension, and transfer.  The topic of the Emerald Ash Borer was 

selected as a model for science learning.  The Emerald Ash Borer is an invasive insect in 

Indiana, and was selected as an ideal topic for this study for several reasons. 

First, the Department of Natural Resources has been trying to increase awareness 

about this insect because it has been spreading rapidly from its initial discovery in 

Michigan through (at the time of the study) seven other states, including Indiana.  The 

Emerald Ash Borer infects ash trees, important both for their wood, their popular use as 

community shade trees, and their presence in national forests.  Once infected, 100% of 

ash trees die.  The spread of the Emerald Ash Borer has been exacerbated by people 

transporting firewood, nursery stock, and other ash products.  Quarantines are being 
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enforced in several Indiana counties, restricting the movement of wood.  The proximity 

of these occurrences and the plea to the general population for assistance makes the 

Emerald Ash Borer a relevant topic for the participants in this study.   

Second, the Emerald Ash Borer has a wealth of concrete imagery associated with 

it.  Many facts concerning this insect can be presented in visual form, making it an ideal 

topic for this study.  Many of the pictures used in the study are currently used in actual 

university, industry, or governmental publications being distributed to the public.  This 

enhances the ecological validity of the study, since “real life” information is being tested.  

The use of actual publication photos that may be altered to create various treatment 

conditions is also a recommended practice in picture research (e.g., Childers & Houston, 

1984; Mendelson & Thorson 2004; Wanta, 1988).  

Third, despite recent efforts by natural resource officials, including the launching 

of an Emerald Ash Borer awareness week, student knowledge about the Emerald Ash 

Borer is expected to be low.  A pilot test supports this supposition.  When students in the 

pilot test were asked to rate their familiarity with the material presented with 1 being not 

at all familiar and 5 being very familiar, they reported an average familiarity of the 

Emerald Ash Borer of only 2.15 (SE=0.296).  Thus, the potential exists to measure actual 

learning rather than previous knowledge. 

Undergraduate students were selected as the study population.  While this is 

frequently viewed as a convenience sample, the researcher was primarily interested in 

this population because they are key learners.  As science educators, it is important to 

identify the best way to present picture and/or text information to these students. 
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Research Questions and Hypotheses 

This study seeks to expand existing literature in several ways.  First, this study 

seeks to replicate and build upon the picture superiority effect seen in memory studies 

(Paivio & Csapo, 1973; Standing, 1973; Standing & Smith, 1975) and extend the 

investigation into comprehension and transfer.  While pictures have been shown to be 

superior to text in memory studies, direct comparisons between pictures and text at 

deeper levels of learning are limited to problem solving with cause-and-effect pictures 

(Mayer & Anderson, 1991; Mayer et al., 1996).  A study comparing picture and text 

effects across all three levels of learning will deepen our understanding of verbal and 

visual effects across learning levels.  A direct comparison will also break out of the text-

centric paradigm and allow for a fresh perspective on the educational potential of pictures 

and text.  The overarching research question guiding this study may be summarized as 

follows: 

 

RQ1: As question complexity increases, will performance advantage switch from 

the picture study condition to the text study condition? 

 

Several related hypotheses were put forth to address details inherent in this 

overarching question.  The first set of hypotheses addresses learning level.  Questions to 

assess each level of learning were used, and these are referred to here as question type.   

As question complexity increases, it is believed that test scores will be lower.  Of 

greater interest, however, is the interaction between question type (i.e., learning level) 

and study condition.  Because the picture superiority effect for the level of memory is 
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well established, it is expected that picture superiority for memory will be replicated in 

the present study.  However, previous research could suggest various outcomes for 

picture vs. text effects on comprehension and transfer questions.  Briefly, the superiority 

of pictures at the level of memory and the fact that adding pictures to text generally 

improves transfer over text alone (Mayer, 1997) would suggest that pictures would 

perform better than text for comprehension and transfer.  However, other studies suggest 

otherwise.  Animated pictures were better than text in an analogical transfer task, but 

static pictures were not (Pedone, Hummel, & Holyoak, 2001).  Similarly, there was no 

difference between pictures and text in a problem solving transfer study (Mayer & 

Anderson, 1991).  Thus, hypotheses related to picture and text effects at the levels of 

comprehension and transfer were left bidirectional.  The hypotheses related to learning 

level are as follows: 

 

H1: Recognition scores will be higher than comprehension scores. 

H2: A picture superiority effect will be seen for recognition memory. On 

recognition multiple choice questions, those who studied pictures will 

outperform those who studied text. 

H3: A study condition effect will be seen for comprehension. On comprehension 

multiple choice questions, those who studied pictures will perform 

differently than those who studied text.  

H4: A study condition effect will be seen for transfer. On the transfer problems, 

those who studied pictures will perform differently than those who studied 

text.  
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This study will also check for modality interaction effects across both memory 

and comprehension.  Modality interaction effects have been shown for memory, with 

participants scoring significantly higher when they are tested in the same modality as 

their study condition (Standing & Smith, 1975).  The presence of modality interaction 

effects could have implications for educational assessments as well as research design.  

Current testing materials may not be providing accurate representations of student 

knowledge if the results are compounded by a modality interaction effect.  For example, 

if students are better able to express understanding in the same modality in which the 

material was learned, using assessments only in text format may be suppressing the 

impact of pictures.  This study will extend previous research by investigating the 

modality interaction effect for comprehension as well as memory.  The following 

hypothesis was put forth: 

 

H5: A modality interaction effect will be seen for both recognition and 

comprehension so that within-modality questions will outperform cross-

modality questions. 

 

The variable of study time will also be introduced.  Overall, it is expected that test 

scores will increase with study time.  Of greater interest, however, are the anticipated 

interactions between study time, study condition, and learning level.  According to dual-

coding theory, visual perception is capable of receiving, transmitting, and processing 

visual information simultaneously, while text must undergo sequential processing 

(Paivio, 1971).  Thus, pictures can elicit a quicker mental snapshot than that which can be 
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obtained with text.  In the multimedia television environment, it has also been shown that 

at high levels of cognitive load, visual recognition was not decreased with increased 

speed of presentation but verbal recognition was (Lang et al., 1999).  These findings 

suggest that individuals will remember pictures better than text when there is less time to 

study the material.  Therefore, it is expected that shorter study times will favor pictures, 

but that this advantage will disappear for longer study times.   

It has also been suggested that pictures are processed more superficially than text 

(Weidenmann, 1989).  Therefore, the quicker processing of pictures may not result in 

deeper levels of learning.  It is expected that the speed advantage for pictures will not be 

present for the transfer task. 

H6:  As study time increases, test scores for recognition and comprehension will 

increase. 

H7:  As study time increases, test scores for transfer will increase. 

H8:  For recognition questions, the picture study condition will outperform the 

text study condition at shorter study times, but not at longer study times.   

H9:  For transfer tasks, there will not be a picture advantage at shorter study 

times. 

 

A participant self-rating of confidence will be included.  This approach is an 

alteration of that used by Archer (2007) who, for multiple choice questions, included an 

option of “I cannot answer this without guessing.”  Including confidence score ratings 

will allow an additional dependent measure to investigate study condition effects.  It is 
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expected that confidence scores will follow a similar pattern of results as that of actual 

test scores, specifically: 

H10: Confidence in answers will be higher for recognition questions than for 

comprehension questions. 

H11: Confidence in answers will be higher for within-modality questions than for 

cross-modality questions. 

 

Confidence ratings will also provide an opportunity to compare participants’ self-

reported confidence with their actual test scores.  A correlation will be run to compare 

how well confidence and test scores correlate for each study condition.  Since the 

comparison between confidence and actual test scores is exploratory, anticipated results 

are framed as research questions rather than as hypotheses: 

 

RQ2: For each level of learning, does the pattern of confidence ratings in each 

study condition follow the same pattern as the test scores? 

RQ3: Do the correlations between confidence and actual test scores differ 

between study conditions? 

 

The effect of various demographic variables on these hypotheses will be analyzed. 

Because participants will be randomly assigned to study conditions and study times, the 

impact of any demographic variables should be minimal.  However, to make sure the 

randomization adequately distributes these characteristics across treatments, demographic 
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variables that have previously been shown to impact picture or text learning will be 

assessed. 

In particular, prior knowledge and interest have been shown to impact learning 

(e.g., Mayer and Gallini, 1990; McKelvie, Standing, St. Jean, & Law, 1993; Schiefele & 

Krapp, 1996).  As a result, a self-reported measure of prior knowledge and interest will 

be included among the demographic variables.  Similarly, because students living in an 

area affected by the Emerald Ash Borer may have more implicit knowledge of the 

subject, the student’s home location will be collected.  Since age and year in school could 

also impact implicit knowledge, these variables will be collected. 

An impact of gender has occasionally been reported in the literature, with 

recognition memory for pictures differing between males and females.  For example, 

people are generally more accurate at recognizing pictured faces of their same gender 

(McKelvie et al., 1993) and women are more likely to look at a color photograph 

compared to men (Garcia & Stark, 1991).  To insure gender is not a confounding factor in 

the analyses, it, too, will be collected as a demographic variable and its effect on test 

scores assessed. 

Participant’s visual-verbal learning style will also be included.  Of particular 

interest to this study is the cognitive aspect of learning style, or the way in which 

individuals process and represent information (Mayer & Massa, 2003).  To insure visual-

verbal learning style does not skew the results, its impact will be investigated.   
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Summary 

The present study gives pictures and text an equal opportunity to exhibit their 

learning potential across three levels of learning: memory, comprehension, and transfer.  

Three study times allow for an assessment of how study time impacts picture and text 

learning.  The assessment instrument allows for modality interaction effects to be tested 

by including recognition and comprehension questions in both picture and text 

modalities.  For the first time, as far as the researcher is aware, a direct comparison is 

made between pictures and text across three levels of learning using both picture and text 

assessment tools for recognition and comprehension.  This allows for a more unrestricted 

investigation into the learning potential of these two modalities.  Results provide science 

educators with guidelines for using pictures and text in their instructional materials and 

assessment tools.  These implications are discussed in the last chapter. 
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CHAPTER 2: LITERATURE REVIEW 
 
 
 

Introduction 

From the earliest hieroglyphics to modern multimedia presentations, pictures and 

text have been foundational elements in written communication.  The importance of these 

elements has not gone unnoticed, and research bases have sprung up within the fields of 

cognitive psychology, marketing, mass communication, and education in an attempt to 

better understand both the basic science and the practical applications of pictures and 

text.  Much of this research conjoins in an attempt to answer two main questions: How 

are pictures and text processed?  How can we best use pictures and/or text to meet our 

communication goals – whether those goals are persuasive or educational in nature? 

 Some of the key literature as it relates to pictures and text in learning is presented 

here.  The following review is broken into three main sections.  In the first section, 

picture and text processing as it relates to the current study is briefly reviewed.  The 

foundational theory, dual-coding theory, is first introduced.  An additional model, the 

integrative framework, is also briefly explored.  The integrative framework suggests there 

is differential processing of information depending on viewer engagement and that the 

role of pictures in information processing will vary depending on the type of processing 

the viewer is engaged in.  For the purposes of the present study, it is important to 

consider these differential pictures and text effects.  Out of this discussion come several 
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variables that could impact the way pictures and text are processed, including student 

interest, study time, and the use of color.  Potential impacts of these variables were taken 

under consideration during the design of the present study. 

In the second section, the practical implications of differential picture and text 

processing as it relates to learning are explored.  First, a brief review of the more relevant 

learning style literature is provided to consider how learning style may impact the present 

study.  This is followed by an identification of the key functions of pictures and text 

within learning.  Levels of learning are then explained, and a closer examination is taken 

to determine what is already known about picture and text effects for the first three levels 

of learning.  The present study follows from this intersection of picture and text 

processing at the first three levels of learning. 

The third section considers the challenges facing picture and text research and the 

recommendations for handling these challenges.  The review concludes with a brief 

summary leading into the study. 

 

Picture and Text Processing 

When investigating picture and text processing, it is important to consider both 

the physiological processing and storing of information, as well as the traits of 

individuals processing the information.  Dual-coding theory and the integrative 

framework of persuasion have proven particularly useful for analyzing how pictures and 

text are differential processed.  
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Dual-Coding Theory 

Dual-coding theory began to take shape during the 1960s, but was first proposed 

by Allan Paivio in 1971 (Sadoski & Paivio, 2001).  The theory posits that cognition 

“consists of the activity of two separate coding systems of mental representation, one 

system specialized for language and one system specialized for dealing with nonverbal 

objects and events” (Sadoski & Paivio, 2001, p. 43).  Paivio (1986) refered to the units of 

visual memory as “imagens” and the units of verbal memory as “logogens.” 

In recent years, additions and adaptations to dual-coding theory have been made.  

See, for example, Wolfgang Schnotz’ (2002) suggestions for an integrated model of text 

and picture comprehension and Richard Mayer’s cognitive theory of multimedia learning 

(Mayer, Bove, Bryman, Mars, & Tapangco, 1996; Mayer & Sims, 1994).  However, the 

foundational concepts of dual-coding theory have remained unchanged. 

Dual-coding theory recognizes two main cognitive processing systems in which 

both aural and written language are grouped together in comparison with nonverbal 

images and objects (Paivio, 1971; 2007).  This grouping was supported by early research 

which showed aural and written language to be functionally equivalent.  Standing and 

Smith (1975) noted that memory for a word is “little affected by whether the word is 

presented visually or aurally, and whether the response is made by speaking or writing” 

(p. 316). In short, pictures are mentally stored and processed one way, while words 

(whether received visually or aurally) are mentally stored and processed another way.   

While the discussion of dual-coding theory as it relates to the present study is 

centered around the implications of this theory for picture and text processing, it should 

be noted that dual-coding theory is not only a verbal versus visual theory (Paivio, 1991).  
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Within dual-coding theory, a distinction is made between sensorimotor and symbolic 

systems.  Sensorimotor systems refer to the way in which information is perceived, while 

the symbolic systems refer to the way information is mentally processed and stored 

(Paivio, 1986).  Information obtained from the same type of sensorimotor system may be 

processed under either the verbal or non-verbal symbolic system depending on the object 

under study.  For example, the present study is concerned with pictures vs. text.  Both of 

these are obtained through the visual sensorimotor system, but while text is processed 

under the verbal symbolic system, pictures are processed under the nonverbal symbolic 

system (Paivio, 1986).  Other examples of the sensorimotor and symbolic system 

distinctions are displayed in Table 1. 

 
Table 1 
Relationships Between Sensorimotor Systems and Symbolic Systems with Examples of 
Modality-Specific Information. Adapted from Paivio, A. (1986). Mental 
Representataions: A Dual Coding Approach. New York: Oxford University Press, pp. 57 

Symbolic Systems Sensorimotor Verbal Nonverbal 
Visual Written text Visual objects; pictures 
Auditory Auditory words Environmental sounds 
Haptic Writing patterns; Braille “Feel” of objects 
Taste -- Taste memories 
Smell -- Olfactory memories 

 

Functional differences have also been described for the two symbolic systems.  

Verbal representations are more powerful for expressing general ideas, while visual 

representations are able to provide greater specificity (Schnotz, 2002).  This may be due 

in part to the type of processing the information undergoes.  Verbal information is 

processed sequentially, while visual information is processed spatially (Paivio, 1971).  

Under spatial processing, the spatial relationship of components is much more evident.  
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For example, when shown a series of dots, individuals can visually see a non-random line 

of dots in an instant, while sequential analysis of the arrangement requires a time 

consuming process of calculating the distance of each dot to every other dot (Pizlo, 

Salach-Golyska, & Rosenfeld 1997). 

Another example of the difference in specificity may be seen in the concept of the 

triangle.  Schnotz (2002) suggested that while the word triangle can include a wide 

variety of three-sided objects, a picture of a triangle locks in one specific image with 

specific geometric properties. Standing and Smith (1975) made a similar statement when 

they noted the challenge of specificity in mentally encoding text versus images.  When 

someone says the word “dog,” a participant may conjure up any number of images 

ranging in shape, size, and color.  If an image is presented, however, then only that 

particular image is likely to be stored.  This may be particularly true for people with high 

visual aptitude, since high visualizers perceive and store visual information literally 

(Paivio, 1971). 

As a representation is being processed, it is also networked with existing prior 

knowledge into one or more mental models.  Thus, while a visual representation is a 

fairly specific encoding of a given picture, the overall mental model incorporating the 

picture contains both less and more information than the picture itself.   The model 

contains less information because abstraction is necessary to integrate the key elements of 

the picture into the mental model, but more information because it also includes prior 

knowledge that is not present in the picture (Schnotz, 2002).  

As discussed shortly, dual-coding theory was chosen as this study’s guiding 

theory for its practical implications to the field of education.  However, it is certainly not 
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the only theory used to assess the processing of pictures and text.  Pavio (1991) noted: 

“The dominant opposing position has been that the language of thought is unimodal and 

abstract, classically viewed as internalized words and sentences and, more recently, as 

amodal propositional structures and rule-governed (computational) processes” (p. 257). 

Under this opposing view, information received in picture or text form is 

processed and stored within a single system without retaining the visual or verbal 

properties of the original information.  Many proponents of the single-coding system fall 

within the research realm of artificial intelligence (Molitor, Ballstaedt, & Mandl, 1989).  

These researchers maintain that “all of our knowledge is stored in a unique memory 

system in a propositional format independently of whether it was decoded as linguistic or 

visual information” (p. 7). 

The debate between a dual-coding, a single-coding, or some other kind of coding 

has been in full swing for several decades, with proponents on both sides claiming 

empirical support (e.g., Paivio, 1991; Te Linde, 1982).  While a full review of this debate 

is outside the scope of this dissertation, a sample discussion may prove useful.  One 

argument for the presence of a single, amodal processing system lies in the ability for 

pictures and text to be merged into a single memory.  For example, Pezdek (1977) 

suggested information presented pictorially is processed similarly to information 

presented verbally.  She cited Nelson and Reed (1976) who claim that the semantic 

content of pictures and words is stored comparably, independent of the nature of the 

original representation.  This position was supported by a study showing the integration 

of visual and verbal information into a single construct.  Students read the sentence “The 

bird was perched atop the tree” and were then shown a picture of an eagle sitting in a 
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tree; these students later believed the sentence was “The eagle was perched atop the tree” 

(Pezdek, 1977). 

 It should be noted, however, that the integration of visual and verbal material is 

not unique to the single-coding theories.  Dual-coding theory acknowledges three types 

of connections between visual-verbal stimuli and the mental representations (Paivio, 

1991): 

1. Representational processing refers to the relatively direct activation of 

logogens by linguisitic stimuli and imagens by nonverbal stimuli. 

2. Referential processing refers to the cross-system activation required in 

imaging to words and naming objects. 

3. Associative processing entails activation of representations within either 

system, accounting for spread of association among words or among images. 

(p. 259) 

Thus, dual-coding theory suggests the two symbolic processing systems operate 

independently, and it is this independence that allows for simultaneous but differential 

“parallel” processing of pictures and text (Paivio, 1991). However, pictures and text are 

not kept in complete isolation from one another.  While representational connections are 

made between the material being studied and the mental representation in working 

memory in the same modality as the presented material, referential connections are made 

between the visual and verbal representations (Mayer & Sims, 1994).  These referential 

connections allow for a transfer of information from the visual system to the verbal 

system and vice versa.   
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For example, when presented with a picture of a dog, an individual will create a 

representational connection between the picture and the visual mental image of the dog 

that is stored in memory.  At the same time, it is possible for the individual to make a 

referential connection between the visual mental image and the verbal equivalent “dog.”  

A diagram adapted from Mayer and Anderson (1991) illustrates representational and 

referential connections and is presented in Figure 1. 

 

    Verbal Stimuli              Visual Stimuli 

Sensory Systems 

Verbal System 
 

XYZ 
 

Propositions 

Visual System 
 
 
 

Images Referential 
Connections 

Representational Connections 

Figure 1.  Diagram of representational and referential connections.  Adapted from Mayer, 

R. E., & Anderson, R. B. (1991). Animations need narrations: An experimental test of a 

dual-coding hypothesis. Journal of Educational Psychology, 83(4), 484-490. 

 

Early research also investigated the nature of the referential processing of 

converting words to pictures and pictures to words.  Again, some results were claimed to 

support the dual-coding premise (Standing & Smith, 1975), while others were claimed to 

support the single-coding premise (Te Linde, 1982). 
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For the purposes of the present study, the interest in dual-coding theory lies in the 

potential for differential picture and text processing to differentially impact learning.  As 

Molitor and her colleagues (1989) noted: 

If the assumption of a possible dual coding in two different knowledge systems is 

true, then texts and pictures are subject to different processes.  It is then also 

conceivable and probably the case that...the presentation form in the one medium 

or in the other play an essential role with respect to learning. (p. 9) 

The possibility of differential processing of pictures and text impacting learning is 

worthy of investigation.  Indeed, others within the field of education have specifically 

sought to test a single-coding versus dual-coding model and have found support for dual-

coding theory (e.g., Mayer & Anderson, 1991).  Dual-coding theory has also been widely 

used as a theoretical foundation for various tests of learning from pictures and text (e.g., 

Childers & Houston, 1982; Levie & Lentz, 1982; Mayer, 1997).  The present study seeks 

to expand this literature by assessing if students learn differently from pictures and text at 

different levels of learning. 

To summarize, the possible implications of dual-coding theory on the effects of 

learning from pictures and text are fundamental.  With two different coding systems in 

place, the opportunity arises for various interactions between words and pictures.  These 

interactions will be explored in more detail in subsequent sections and include both 

additive effects, where text and pictures together improve learning, as well as competing 

effects, where text and picture combinations actually inhibit learning either through 

cognitive overload (e.g., Igo, Kiewra, & Bruning, 2004; Mayer, Heiser & Lonn, 2001) or 

by detracting from the key message (e.g., Boesch & Standing, 1990; Lee & Ang, 2003; 
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Wanta & Roark, 1993).  The implications of the relative generalizability of pictures and 

text as they relate to learning will also be further expounded below, particularly in the 

section on transfer. 

 

Integrative Framework 

In 1999, Meyers-Levy and Malaviya published an integrative framework of 

persuasion.  This particular framework is stated to provide a more “parsimonious and 

comprehensive account” (Meyers-Levy & Malaviya, 1999, p. 50) than some of its 

predecessors.  Although their model was designed for advertising and marketing 

research, their inclusion of picture processing within this framework makes it an 

important model to consider for the present study.   

According to the integrated framework, pictures will impact viewers differently 

depending on what type of cognitive processing they are engaged in (Meyers-Levy & 

Malaviya, 1999).  The type of cognitive processing is determined by the allocation of 

cognitive resources, i.e., the amount of thought that an individual invests during 

processing.  Three levels of cognitive processing are identified.  Systematic processing 

requires the greatest investment of resources, followed by heuristic processing and then 

experiential processing (Meyers-Levy & Malaviya, 1999).  A person who devotes little 

attention to the content is engaging in experiential processing, while someone who 

devotes a lot of attention to the content is engaging in systematic processing.  If one 

considers this framework in an educational context, it becomes evident that the time and 

energy devoted by the student could impact how well they learn from the pictures and 

text presented. 

 



24 
 

Allocation of resources is determined by characteristics of the message recipient, 

the message itself, and the context in which the message is received (Meyers-Levy & 

Malaviya, 1999).  Each of the three levels of the integrated model and the role of pictures 

at each level are briefly discussed below. 

 

Effects of Pictures on High Cognitive Involvement (Systematic Processing) 

 Systematic processing has its roots in the cognitive-response, dual-process, and 

resource-matching models of persuasion.  Pulling insights from each of these theories, 

Meyers-Levy and Malaviya (1999) suggested that systematic processing is an effortful, 

deliberate, and logical approach to judgment making that uses extensive and critical 

elaboration of message claims. In other words, individuals engaged in systematic 

processing take the time and effort to understand and create an opinion about a message.   

Although not explicitly noted, systematic processing is also related to the 

associative-network model.  Under the associative network model, memory consists of 

information nodes linked with different degrees of association so that more strongly 

associated information is more readily recalled than weakly associated information (Lee 

& Ang, 2003).  The more “pathways” a person has to locate a particular memory, the 

more easily that memory will be brought to mind. 

When using systematic processing, persuasion is a function of people’s cognitive 

responses to the message.  In other words, the thoughts that arise during the process of 

elaboration will directly impact how the viewer perceives the persuasive appeal.  At the 

same time, the balance of cognitive demand needed to process the content and the 

cognitive supply the viewer has allocated to interpret the content can determine the 
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impact of the content (Meyers-Levy & Malaviya, 1999).  If the cognitive supply and 

demand are equal, people will perceive the message more favorably.  However, if the 

cognitive supply is too low, a communication will not be properly processed and the 

viewer will not receive the intended message.  If the supply is too high, the viewer is 

likely to engage in elaborative processing beyond the information presented, becoming 

more critical of the message content and potentially less inclined to agree with the 

primary message. 

Individuals are most likely to engage in systematic processing when they place a 

premium on forming accurate assessments and are willing and able to devote the time and 

mental resources (Meyers-Levy & Malaviya, 1999).  Within a learning environment, 

individuals are likely to engage in systematic processing when they are interested in the 

topic.  When an individual views pictures of a topic that interests them, they show 

improved memory of those pictures (McKelvie et al., 1993).  Highly interested readers 

also process text more deeply and recall more information, even after accounting for prior 

knowledge and verbal ability (Schiefele, 1996; Schiefele & Krapp, 1996).  Thus, interest 

can be a key trigger for an individual to engage in more systematic processing. 

In advertising, it has been shown that when advertisements are processed at a 

deeper, semantic level, pictures do not improve advertisement recall (Childers & 

Houston, 1984).  However, pictures still play a critical role for systematic processors.  At 

this level of processing, pictures are remembered best when they make sense.  When 

nonsense pictures were given a textual interpretation, recall increased by 65% (Bower, 

Karlin, & Dueck, 1975).   
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The use of color can impact how a picture is processed.  Full color photos impose 

greater demands on people’s cognitive resources and may therefore be detrimental when 

viewers are undergoing systematic processing (Meyers-Levy & Peracchio, 1995). In fact, 

when products were presented in a cognitively demanding advertisement (e.g., including 

block text of product attributes or intangible claims such as “excitement”) participants 

evaluated the product more favorably, produced more positive thoughts and fewer 

negative thoughts, and noted more visual elements that were product related when the 

photographs were in black and white (Meyers-Levy & Peracchio, 1995).  Childers and 

Houston (1984) also found that color depressed recall of words and pictures under 

semantic, or more cognitively demanding, processing.  McCloud (1993) suggested that 

when pictures are presented in black and white, the ideas behind the pictures are 

communicated more directly; color objectifies the pictured subject, drawing more 

attention to the surface of the picture rather than the underlying message.   

Images with perceptual ambiguity (like the classic “face or vase” and “young girl 

or old woman” images) can be very effective at grabbing and holding attention (Barry, 

1997).  Several reasons may exist for this.  First, ambiguous images may form more 

mental associations.  If an image may be seen in two ways, then it is feasible for both of 

these perspectives to be stored, essentially doubling the potential number of mental 

associations.  

Perceptual ambiguity also begets viewer engagement.  Viewers will look longer at 

a complex image than a simple one (Leckart, 1966).  In a sense, ambiguity creates a weak 

level of cognitive dissonance – a sense that two or more pieces of information don’t quite 

match and need to be reconciled – that encourages viewers to wrestle with the image in 
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an effort to relieve the dissonance (Baran & Davis, 2003).  In other words, an ambiguous 

image is not providing one clear message, and the viewer must take time to study the 

image and identify the message. 

This idea relates to Marshall McLuhan’s theory of hot and cool media.  Hot media 

allows for little filling in, while cool media forces viewer participation by leaving gaps in 

words or images that viewers must complete (Barry, 1997).  Cool media only makes 

sense with insights which the viewer brings.     

This need for engagement coincides with the “generation effect” studied by 

educational researchers. According to this principle, people will remember material better 

if they have to generate a solution rather than simply read about it.  For example, if 

people generate the partial word in the synonym pair FAST::R___, they will remember 

the word RAPID better than if they simply read the pair, FAST::RAPID (Slamecka & 

Graf, 1978).   

A precedent for applying the basic premise of the generation effect beyond word 

generation has been established.  For example, the principles of the generation effect 

have been cited to explain why students learned better through problem solving rather 

than memorization (Needham and Begg, 1991).  Images that similarly require viewer 

engagement may improve recall of the information. It may even be argued that in 

generating referential connections, verbal and visual materials are adhering to the 

“generation effect,” but this possibility would need to be empirically tested.   
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Effects of Pictures on Intermediate Cognitive Involvement (Heuristic Processing) 

Individuals engaged in heuristic processing generate simple inferences from the 

most salient points of the communication, devoting only moderate levels of cognitive 

resources to the task (Meyers-Levy & Malaviya, 1999). The effects of pictures may be 

greater for heuristic processing than for any other type of processing.  Peracchio and 

Meyers-Levy (2005) use the rather ambiguous phrase “somewhat extensive processing” 

(p. 39) to identify the opportune level of cognitive processing necessary for maximum 

picture effects.  They note that extensive processing frequently relegates pictures to a 

more minor role, with greater emphasis placed on text than on graphics.  This idea is 

fairly well supported, as seen in the discussion above on high cognitive processing and in 

journalism studies where a picture that piques a reader’s interest will cause them to dig 

deeper into the text for the details (Zillman, Knobloch, & Yu, 2001).  On the other hand, 

if cognitive processing is too low, viewers do not seem to ascertain all aspects of the 

message, such as the stylistic properties present in images (Meyers-Levy & Peracchio, 

1992; Peracchio & Meyers-Levy, 2005).   

Stylistic properties are the design components of an image, such as camera angle, 

orientation of the depicted object, or lighting (Peracchio & Meyers-Levy, 2005).  Stylistic 

properties can be an important aspect of the intended message.  For example, an image 

may be shot with a low, upward looking camera angle to evoke a feeling of power 

(Peracchio & Meyers-Levy, 2005).  Viewers using only low levels of cognitive 

processing who don’t notice such stylistic properties (consciously or otherwise) are 

missing part of the intended message.  Thus, to achieve maximum picture effect, the level 

of cognitive processing needs to be “somewhat extensive.”   
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In addition to a moderate level of cognitive processing, additional semantic 

coding is generally needed for the stylistic properties of pictures to be appreciated.  

Participants who view images with an incompatible caption (e.g., using flirty, fun 

advertisement copy with a photo empirically shown to elicit feelings of power) or no 

caption (e.g., using only the brand name and category with a photo) do not notice the 

stylistic properties of the image (Peracchio  & Meyers-Levy, 2005).  Adding relevant text 

to the picture makes the viewer more aware of the picture’s message.   

The difference between systematic processing and more heuristic processing is 

that when extensive cognitive processing is used, pictures primarily reinforce the textual 

message and serve as an additional association in memory storage – ultimately helping 

with message recall.  In other words, under extensive processing, pictures take on a 

secondary role.  Alternatively, under heuristic processing, the role of the picture in 

interpreting a message becomes more prominent.  Elements of the text are used to 

heighten awareness of the stylistic properties of the image, and these image properties 

become the readily accessible cues upon which judgment is formed.  

During heuristic processing, stylistic properties of images may be perceived even 

in the absence of textual cues if viewers are cued in other ways.  Priming individuals by 

asking them a series of questions related to the message evoked by the stylistic properties 

of the image can improve their recognition of these properties (Peracchio & Meyers-

Levy, 2005).  For example, individuals asked questions related to physical strength (i.e., 

various exercises) prior to viewing ads had improved brand recall and a more favorable 

impression of ads shot with a low “strong” camera angle; individuals asked questions 

related to nature prior to viewing ads had improved brand recall and more favorable 
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impressions of ads shot with a high “natural” camera angle (Peracchio & Meyers-Levy, 

2005).  Thus, when individuals were primed for a certain trait, they had better memory 

and more positive feelings of the product when the camera angle also referenced that 

trait. 

There is an important implication to this finding.  The positive stylistic property 

intended by the designer (e.g., showing strength through low camera angles) may not be 

positively perceived by all viewers.  Viewers who are not cued to perceive the image in 

the manner the designer intended may even view the message more negatively than if it 

had been designed differently.  However, advertisers may be able to improve their 

chances of positive impact by considering the context in which ads are being placed.  

Priming experiments such as that by Peracchio and Meyers-Levy (2005) suggest that 

context will be an important component of heuristic processing. 

Unlike participants undergoing high processing motivation, participants in low 

processing motivation are not adversely affected by the cognitive demand of an 

advertisement’s design (Meyers-Levy & Peracchio, 1995).  In other words, while 

systematic processors could elicit a negative assessment if the cognitive supply and 

demand doesn’t match, this does not seem to be the case with heuristic processors.  It 

could be argued that since heuristic processors are relying on more heuristic cues, the 

cognitive demand needed to fully comprehend the advertisement is irrelevant; heuristic 

processors are not paying attention to all the details anyway.  Thus, for those allocating 

less cognitive resource to advertisement processing, color has been shown to result in 

more positive thoughts, fewer negative thoughts, and more favorable attitudes toward the 

advertised product (Meyers-Levy & Peracchio, 1995).  Similarly, images shot low to 

 



31 
 

produce an upward angle are positively viewed when cognitive processing is low or 

moderate (Meyers-Levy & Peracchio, 1992).  Taken together, this suggests that once the 

stylistic properties of pictures are properly processed, they become important cues for 

heuristic processors. 

 

Effects of Pictures on Low Cognitive Involvement (Experiential Processing) 

It has been said that images are the surest route to the emotions (Barry, 1997), and 

that makes pictures a critical influencer during experiential processing.  Experiential 

processing relies on serendipitous sensations or feelings to form judgments (Meyers-Levy 

& Malaviya, 1999).  These are quick, low-effort decisions.  The use of colors in 

advertising and marketing is an excellent example.  Blue encourages people to browse 

and shop, red makes people eat faster, and green connotes freshness (Barry, 1997).  There 

is little, if any, cognitive reason for this; people just “feel” like acting a particular way. 

In many ways, experiential processing relies on a gestalt phenomenon.  Max 

Wertheimer, who is credited with founding gestalt theory, explained gestalts this way:  

There are wholes, the behaviour of which is not determined by that of their 

individual elements, but where the part-processes are themselves determined by 

the intrinsic nature of the whole.  It is the hope of Gestalt theory to determine the 

nature of such wholes. (Wertheimer, 1925/1967, p. 2)   

Gestalt psychologists believe physiological or psychological phenomena do not 

occur through the summation of individual elements, but through gestalts.  In other 

words, the whole is greater than the sum of the parts. 
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Gestalt psychology may be particularly applicable to experiential processing of 

advertisements.   In advertising, “the way elements are combined to create a total effect 

or impression is more important than fact or rational logic” (Barry, 1997, p. 254).  The 

individual elements in an advertisement when viewed separately and summed together do 

not elicit the same response as the advertisement in its entirety.  Viewers tend to see 

external effects, like colors, lighting, camera angles, editing, etc., as internal attributes of 

the product or concept being pictured (Barry, 1997).  These effects can be extremely 

powerful.  Taste tests have shown that package design can improve or detract from a 

product’s taste, and simple alterations to product packaging – color, shape, graphics – can 

increase sales by 25%, or more (Barry, 1997; Gladwell, 2005). It has also been shown 

that visual advertisement claims dominate inference formation when they differ from 

verbal claims (Smith, 1991).  In other words, the feelings or beliefs elicited by an 

advertisement picture are stronger than the feeling or beliefs elicited by the advertisement 

text.  People believe the message provided by the picture, even if it differs from the 

message provided by the text (Smith, 1991). 

Experiential processing may also “piggyback” onto other types of processing.  For 

example, someone engaged in systematic processing may become frustrated because he is 

not able to find the information he is interested in or become overwhelmed from too 

much information (resource-mismatch).  He may allow these emotions to override his 

systematic processing and he may develop a negative connotation of the information 

based solely on this experiential processing. In education, this effect may be seen in 

students who have a bad experience with a particular subject and subsequently exhibit 

learned helplessness anytime they are faced with similar material. 
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Summary of the Integrative Framework 

The three levels of the integrative framework provide a helpful model for 

understanding picture processing, because they help explain some of the variability seen 

in picture research.  According to this framework, pictures will impact viewers differently 

depending on what type of processing they are engaged in.  From the review above, we 

see three clear categories. (1) Systematic processors require simple, informational 

graphics that may be semantically processed and that meet their need for substantiary 

evidence.  (2) Heuristic processors require colorful, stylish photographs closely 

associated with the message that provide plenty of cues for quick assessment of the 

product.  (3) Experiential processors require emotionally evocative images that blend 

with the copy into a gestalt that resonates with the viewer.   

While many of the studies cited above are advertising studies, it is important to 

note that the underlying principles are applicable to education as well.  If information is 

created with the intent that it will be processed one way, a different type of processing 

will not result in maximum learning.  For practical applications, the type of processing 

students are engaged in should be considered when developing instructional materials.  

Likewise, in experimental settings, the type of processing elicited by the experimental 

design should be considered. 

Inherent in this discussion is also the factor of time.  Because systematic 

processing requires the greatest investment of resources, it likewise will require the 

greatest amount of time.  Individuals need time to gather relevant information and study 

it.  At the other end of the spectrum, experiential processing occurs very quickly – an 

almost instinctive, reflexive reaction.  The level of processing can therefore be 
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manipulated somewhat by controlling time.  Individuals given only a short time to learn 

material will have to identify the message quickly, while individuals given a longer time 

period may engage in more systematic processing.  It may be expected that a student 

given less time to study information will used the pictures and text differently than a 

student given ample time to study.  This variable of study time became an important 

component of the study presented here. 

 

Pictures and Text in Learning 

The frameworks discussed above provide a theoretical context for picture 

processing.  For educators, however, the practical implications of these theories may hold 

even greater interest.  As discussed, dual-coding theory suggests that pictures and text are 

processed and mentally stored separately.  The integrated framework supports this idea of 

differential processing by showing how pictures and text take on different roles 

depending on how an individual engages with the material.  The question follows, then, 

how does the differential processing of pictures and text impact student learning? 

In the following sections, some of the more applied picture and text literature is 

briefly explored.  Consideration is given to learning style theory as it relates to visual-

verbal learning, which questions whether an individual’s learning style could impact their 

learning from pictures and text.  This is followed with a brief look at the functional 

categories of pictures and text – some classifications showing how pictures and text are 

used in learning.  Levels of learning and the effects of pictures and text on different levels 

of learning are then considered. 
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Learning Style Considerations 

In addition to the type of processing an individual is engaged in, it has been 

suggested that learning style may impact how well individuals access and engage with 

information (e.g., Dunn, 2000).  Learning styles have been studied since the 1800s, but it 

was not until the latter half of the 1900s that research shifted from trying to find the one 

best teaching method to finding ways to incorporate pedagogical techniques that appeal 

to multiple learning styles (Dunn & Dunn, 1975).  Of particular interest to researchers 

investigating picture and text effects are the distinctions between visual and verbal 

learners. Although visual and verbal learning were some of the earliest aspects of 

learning styles to be studied (Dunn & Dunn, 1975; Paivio, 1971), the effects of these 

modalities on learning are still controversial and incompletely understood. 

Visualizers are people with a predisposition for learning from visual material 

while verbalizers are people with a predisposition for learning from verbal or textual 

material (Mendelson & Thorson, 2004).  Although some learning style theorists separate 

oral and written language (e.g., Dunn & Dunn, 1975; Reiff, 1992), the term verbalizer 

refers to both oral and written language.  Visualizer refers to a preference for pictures, 

films, and objects.  This classification is in agreement with the classification used by 

dual-coding theory (Paivio, 1971).   

Historically, “verbal processes were emphasized while non-verbal imagery was 

almost totally ignored” (Paivio, 1971, p. 2).  This tendency towards the verbal may be 

seen as persisting today within much of the educational system (Silverman, 2002).  This 

creates difficulties for many learners.  Between 33-50% of the population may be 

considered primarily visual-spatial, or what some refer to as “global” learners (Reiff, 
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1992; Silverman, 2002; Terregrossa & Englander, 2000).  In contrast, 25-30% of students 

are auditory learners, 15% of students are tactile/kinesthetic learners, and 25-30% of 

students are mixed-modality learners (Barbe & Milone, 1980).   

People’s subjective measure of their learning style is a poor predictor of their 

performance on objective inventories and standardized learning tasks (Krätzig & 

Arbuthnott, 2006).  Alternatively, more objective measures of a person’s visual and 

verbal learning styles are needed.  To this end, Mayer and Massa (2003) developed an 

instrument compiling 14 different measures commonly used to assess visual-verbal 

learning style.  Their results indicated that these measures actually measure four different 

factors, which they labeled cognitive style, general achievement, learning preference, and 

spatial ability (Mayer & Massa, 2003).   

General achievement is of least relevance to the present study, and utilized such 

tests as the SAT Mathematics and SAT Verbal tests.  The division of other measures of 

visual-verbal learning style into three distinct categories, however, is an important 

consideration.  This suggests that results may vary among studies because different tests 

generally believed to measure “visual-verbal learning style” are actually measuring three 

distinct components: cognitive style, learning preference, and spatial ability.  Cognitive 

style refers to the “ways that people process and represent information,” while learning 

preference refers to the “ways that people like information presented to them” (Mayer & 

Massa, 2003, p. 833).  Spatial ability refers to someone’s ability to mentally rotate 

objects.  For example, the card rotation tests require a participant to be able to identify 

(from a series of choices) which pictured object is the same as another one that has been 

rotated.   
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While there are positive correlations between cognitive style, learning preference, 

and spatial ability, each emerged as a distinct factor during analysis (Mayer & Massa, 

2003).  While it is possible to assess a person’s “complete” visual-verbal learning style 

by administering all 14 assessments (e.g., Massa & Mayer, 2006), most studies are 

interested in once aspect of the visual-verbal learning style.  It is therefore important 

when assessing visual-verbal learning style to know which aspect of visual-verbal 

learning style is of interest, and to use an appropriate measure.  For example, if research 

is interested in assessing how participants’ process of information impacts results, then 

the cognitive style would be of most interest.  The verbal-visual learning style rating was 

shown to be the strongest indicator of cognitive style (Mayer & Massa, 2003), and so this 

would be an appropriate measure for cognitive style. 

Although most students learn with all their modalities or can switch from one to 

another for certain tasks (Davis, 1993), some students may have particular strengths and 

weaknesses.  Learning style theory posits that individuals should learn best when the 

instructional material and learning environment match their learning style.  While this 

theory makes intuitive sense, there is limited empirical evidence to support this theory 

with respect to modality.    

It has been shown that in a hypermedia environment, individuals with different 

learning style preferences access and use materials differently.  In one case, the learning 

style measure looked at field independence.  Field-independence is a learning style 

measure based upon an individual’s ability to recognize important details amid a field of 

distractions (Liu & Reed, 1994).  This is related to the “global” learner referred to earlier, 

which is sometimes used interchangeably with visual-spatial learner because visual 
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learners are generally more “right-brained” and process things in an integrated or global 

way (Reiff, 1992; Silverman, 2002; Terregrossa & Englander, 2000).  Typically, field-

independent individuals are more verbal and analytical, while field-dependent individuals 

approach problems more visually and globally (Liu & Reed, 1994).  When given the 

option, field-independent individuals showed a preference for verbal content and field-

dependent individuals showed a preference for visual content (Liu & Reed, 1994).  

Unfortunately, with no control group to establish base-line scores, this study did not test 

whether this preference actually explained test scores.   

Other studies have shown that students did not learn better when their learning 

style preference matched the instructional modality.  There was no correlation seen 

between students score on the visual, auditory, and kinesthetic Barsch Learning Style 

Inventory, and their performance on the respective visual, auditory, and kinesthetic task, 

even when the task was performed at their preferred time of day (Krätzig & Arbuthnott, 

2006).  Similarly, a series of three experiments with both college students and adults 

found no evidence that matching instructional materials to a verbal or visual learning 

style improved learning (Massa & Mayer, 2006). 

On the other hand, effects of learning outside a formal classroom have been more 

pronounced.  For example, Schofield and Kirby (1994) found that individuals with a high 

preference for the visual learning style were quicker at processing topographical maps.   

A person’s preference for verbal learning did not significantly predict his processing 

speed.  Alternatively, a person’s level of verbalizing was the major predictor for recalling 

key facts in the text heavy newspaper environment (Mendelson & Thorson, 2004).  In 

general, high verbalizers were more interested in newspaper stories and recalled more 
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about both the stories and the photos than low verbalizers (Mendelson & Thorson, 2004).  

This was particularly true for high verbalizers who were also low visualizers.  Presence 

of a photo reduced story recall for high verbalizers, but increased story recall for low 

verbalizers.  Interestingly, presence of a photo had no effect on visualizers (Mendelson & 

Thorson, 2004). This effect of photos on visualizers is in contrast to results obtained by 

Chatterton (2006) who found that visualizers scored significantly higher on recall tests 

when reading a novel with pictures rather than without pictures. 

Finally, it should be noted that in some instances, an unexpected and overarching 

effect of the visual has been found.  While a “picture superiority effect” for memory has 

been substantiated in the literature (e.g., Paivio & Csapo, 1973; Standing, 1973), the 

effects of pictures on other levels of learning is less clear.  Early research suggested 

analytical people performed better when a compatible pedagogy was used; however, 

more recent research has shown that most people perform better when provided with 

more visual-spatial learning material (Dunn, 2000).  Additionally, both visualizers and 

verbalizers who had access to more information in picture format while reading a text 

outperformed those who had access to the same extra information in text format (Massa 

& Mayer, 2006).   

Nearly fifteen years after Davis (1993) summarized the state of research on 

learning styles, her statement still rings true: “There is no consensus in the research about 

whether matching teaching methods to learning style increases learning” (p. 189).  Many 

reasons may account for these disparate findings.  Part of the difficulty may be in the 

measures used to assess the individual’s learning style.  As discussed above, various 

measurement instruments have been shown to tap into different aspects of the visual and 
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verbal learning styles; comparisons across studies and general conclusions may therefore 

be difficult.   

As measurements become more accurate, researchers are also learning more about 

the relationships among different styles, which is changing the way learning styles are 

viewed.  Although visualizers and verbalizers were once thought to be at opposite ends of 

a single continuum, more recent research suggests visual and verbal ability are 

independent characteristics (Kirby, Moore, & Schofield, 1988; Mendelson & Thorson, 

2004; Paivio, 1971).  For example, an individual may be both a high visualizer and a high 

verbalizer or both a low visualizer and a low verbalizer.  In fact, empirical evidence 

substantiates this.  Visualizing and verbalizing have been shown to be positively 

correlated (r = .33), suggesting that people who are high visualizers will tend to also be 

high verbalizers (Mendelson & Thorson, 2004).   

Perhaps, as Dunn (2000) suggested, a comprehensive learning style that accounts 

for many factors beyond modality (e.g., environmental, emotional, sociological) are an 

essential component to improving student learning.  Many of the inconclusive results on 

learning style modality may be a result of not accounting for these other factors.  For 

example, if visual learners also tend to learn better in groups, with low light, with 

multiple breaks, and with intake, merely adjusting the verbal-visual component of the 

instruction may not be enough.  A stronger modality effect may become more evident if 

other aspects of the individual’s learning style are accommodated. 

Taken together, these findings suggest that though individuals may have a 

preferred learning style and choose visual or verbal material when given the opportunity, 

actual performance does not always suffer if they are faced with methods incompatible 
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with their preferred learning style. In fact, verbal learners may even exhibit improved 

performance when instructional techniques include visual components (Massa & Mayer, 

2006).  This is not to imply, however, that a person’s visual-verbal learning style is 

irrelevant.  Rather, more precise measures are needed to assess the qualities that compose 

this learning style.   

To summarize, learning style research shows that providing information in a 

manner other than the learner’s dominant verbal or visual style does not reduce test 

performance (Dunn, 2000; Krätzig & Arbuthnott, 2006; Massa & Mayer, 2006).  

However, research also shows that outside the classroom, learning style can dictate how 

quickly individuals process visuals and how well they can recall text (Chatterton, 2006; 

Mendelson & Thorson, 2004; Schofield & Kirby, 1994).  Research is still needed to 

account for these discrepancies.  In particular, Mendelson & Thorson (2004) noted that 

future research should examine a visual only environment to see if their findings are 

reversed.  They suggested that a person’s visualizer level might predict learning in a 

picture-only environment while the verbalizer level would make no difference.  While a 

great deal of effort has been spent looking at the effect on learning of adding pictures to 

text passages (e.g., Carney & Levin, 2002; Massa & Mayer, 2006; Mayer, 1997) little 

attention has been paid to a visual-only environment.  As previously mentioned, a shift 

away from the text-centric paradigm towards a greater emphasis on the visual may 

provide new insight into the literature on picture and text learning.  
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Categories of Pictures & Text 

It is useful to both the educator and the researcher to consider the various uses of 

pictures and text within the learning environment.  Understanding these different uses 

allows for a more precise understanding of the kind of picture and text combination being 

used in the classroom or in a research study.  Two different classifications are presented 

here. 

Levin’s taxonomy of illustrations (Carney & Levin, 2002; Levin, 1989) provides 

a useful categorization of pictures that identifies the types of relationships between 

pictures and text.  According to this taxonomy, the five functions of pictures include: 

1. Decorational: decorate the page, but have little or no relationship to text 

2. Representational: reiterate part or all of the text 

3. Organizational: provide a structural framework for the text content, such 

as a diagram into which text is placed 

4. Interpretational pictures: clarify difficult text, for example through 

analogy like illustrating the cardiovascular system as a pump 

5. Transformational: systematic mnemonics used to improve recall. 

 

Levin’s taxonomy is primarily focused on the ways pictures can be utilized as a 

textual aid.  This may be seen as the dominant paradigm within much of the picture and 

text literature, where the focus is largely on how pictures can improve textual 

understanding (e.g., Butcher, 2006; Levie & Lentz, 1982; Mayer & Gallini, 1990).  

Carney and Levin (2002) even stated “pictures are intended as text supplements rather 

than as text substitutes” (p. 9).   
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The bias towards the textual within picture and text relationships is reminiscent of 

the issue raised by learning styles theorists, who suggest the verbal style of teaching and 

learning is favored over other learning styles (Paivio, 1971; Silverman, 2002.)  While 

studies within the “pictures assist text” paradigm provide valuable and practical insight 

into the use of pictures and text, they do not allow for the full relationship between 

pictures and text to be explored.  Because the focus is primarily on how pictures and 

other visuals can assist textual learning, the full potential of pictures is left unexplored.   

In contrast to this dominant paradigm, a categorization proposed by McCloud 

(1993) identified seven different relationships between words and pictures: 

1. Word specific – pictures highlight certain words 

2. Picture specific – words highlight certain pictures 

3. Duo-specific – words and pictures contain same info 

4. Additive – words add to pictures and  pictures add to words 

5. Parallel – don’t seem to relate 

6. Montage – words treated as part of the picture 

7. Interdependent – whole is greater than the parts; convey a message neither could 

convey alone. 

 

In his categorization, McCloud (1993) demonstrated a greater breadth of possible 

interactions between pictures and words than did Levin (1989; Carney & Levin, 2002).  

By acknowledging that pictures may at times be the dominant focus, the types of 

questions that can be asked about the relationship between pictures and text expands.  As 

a researcher shifts away from the text-centric paradigm, it becomes possible to 
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investigate the learning potential of pictures on their own merit.  Research surrounding 

the learning potential of pictures and text is discussed next, beginning with a discussion 

of the various levels of learning. 

 

Levels of Learning and Picture and Text Effects 

In 1956, Bloom and his colleagues published the Taxonomy of Educational 

Objectives, The Classification of Educational Goals, Handbook I: Cognitive Domain 

(Bloom, Engelhart, Furst, Hill, & Krathwohl, 1956).  The volume resulted from the 

efforts of 34 participants who met through a series of annual conference between 1949 

and 1953 (Bloom et al., 1956).  Originally intended to assist university examiners, 

Bloom’s Taxonomy has become one of the most influential frameworks to be 

implemented by curriculum planners, administrators, researchers, and teachers at all 

levels of education (Anderson & Sosniak, 1994; Bloom, 1994).   

For purposes of the present discussion, Bloom’s Taxonomy is particularly relevant 

to the distinction between the various levels of picture learning.  The Taxonomy divides 

the cognitive domain of learning into six major classes arranged hierarchically (Bloom et 

al., 1956): 

1. Knowledge: remembering, either by recognition or recall, an idea or 

phenomenon in a form very close to that in which it was originally 

encountered (p. 28-29, 62) 

2. Comprehension: objectives, behaviors, or responses which represent an 

understanding of the literal message contained in a communication (p. 89) 
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3. Application: the ability to apply the appropriate abstraction without 

having to be prompted as to which abstraction is correct or without having 

to be shown how to use it in that situation (p. 120) 

4. Analysis: ability to break down the material into its constituent parts and 

detect the relationships and organization of the parts (p. 144) 

5. Synthesis: putting together the elements or parts to form a whole structure 

not clearly there before (p. 162) 

6. Evaluation: making judgments about the value of ideas, works, solutions, 

methods, material, etc. (p. 185) 

As with any widely cited conceptualization, Bloom’s taxonomy is not without its 

revisions.  Krathwohl (2002), for example, recommended the terms remember, 

understand and create rather than knowledge, comprehension, and synthesis, and 

suggested a reorganization such that Evaluate appears before Create (Synthesis).  Such 

changes, however, are largely semantic, and the wide acceptance of Bloom’s Taxonomy 

over the last 50 years is a testament to its robustness.  Since the original intent of the 

Taxonomy was to provide a pragmatic framework that would facilitate communication 

(Bloom et al., 1956, p. 10), such alterations are not only seen as acceptable, but are 

encouraged.  In a reflection of their work, one of the co-authors noted, “Our experience 

with the Taxonomy suggests that the framework has been most useful as it is extended 

and/or modified to fit the purposes for which it is being used” (Krathwohl, 1994). 

In this spirit, Bloom’s Taxonomy provides an excellent framework upon which to 

tease apart the various levels of learning that may occur with pictures.  The first three 

levels of learning as they relate to visual and verbal learning are briefly examined below. 
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Picture and Text Effects at the First Level – Knowledge/Remember 

The literature is replete with studies looking at the effects of pictures on memory.  

A bibliography of picture-memory studies compiled by Standing, Bond, Hall, and Weller 

(1972) shows picture-memory studies dating back to the 1890s.  There is even one text, 

by Gregor von Feinagle, published in 1813.  Such a compilation clearly indicates that 

interest in picture memory is not new.  Nor is this interest simply a matter of historical 

fortitude.  In 1985, Kobayashi updated Standing et al.’s bibliography, bringing the total 

number of known picture memory studies to 1,388.  In the twenty-one years since this 

updated bibliography was published, numerous other studies and reviews have made their 

way into the literature base.   

The work involving pictures and memory fits easily within the first level of 

Bloom’s Taxonomy.  This literature is based largely on recall or recognition tasks, the 

definition employed by Bloom and his compatriots to explain the term “Knowledge.”  In 

fact, Krathwohl (1994) felt the term “remember” better reflected the nature of this first 

level. 

Memory for pictures has consistently been shown to be superior to memory for 

words.  In a hallmark examination of picture memory capacity, Standing (1973) showed 

that memory capacity for vivid pictures is almost limitless.  In one experiment, 

participants were randomly assigned to study groups that were shown words, pictures, or 

vivid pictures (visually remarkable, such as a dog with a pipe in its mouth).  Participants 

were shown either 20, 40, 100, 200, 400, or 1000 stimuli and were tested on 20, 40, or 80 

forced recognition pairs (one new, one old) of the same modality as the study condition.  

Picture memory was consistently superior to word memory, as participants recognized 
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pictures more frequently than words across all six group sizes (Standing, 1973).  For 100 

stimuli, word recognition was only 70%, while picture recognition was 90% and vivid 

picture recognition was 96%.  For 1000 stimuli, word recognition dropped to 62% while 

picture recognition was 77% and vivid pictures was 88%.  To test the upper limits of 

visual memory, an additional group was shown 10,000 pictures over several days and 

given a forced recognition of 160 pictures.  Participants still correctly recognized the 

previously seen picture 66% of the time (Standing, 1973), showing an amazing capacity 

for visual memory. 

Standing (1973) expanded upon this study and found similarly convincing results.  

When participants had to recognize the picture out of 32 alternatives shown sequentially, 

the same picture superiority results were obtained. Out of 100 words or picture stimuli, 

mean recognition rates were 66.5% for words and 90.1% for pictures.  If anything, having 

a larger pool hindered word recognition even more than picture recognition.  Likewise, 

when participants performed a free recall of 200 stimuli, they recalled 88% of pictures 

but only 67% of visual and 71% of auditory words.  Standing (1973) concluded that 

“pictorial superiority appears to be a robust phenomenon that is found under a wide 

variety of experimental tasks” (p. 219).  This term “picture superiority effect” was 

adapted in the early memory studies to refer to an individual’s ability to remember 

pictures better than text (e.g., Paivio & Csapo, 1973; Standing, 1973; Standing & Smith, 

1975).  The term is still referenced in more recent literature (e.g., Weldon & Coyote, 

1996). 

Dual-coding theory has been used to explain this phenomenon.  Pictures arouse 

both representational and referential connections resulting in both a concrete memory 
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representation and a verbal label (Paivio, 1971).  For example, when a student views a 

picture of a dog, they store that exact image in their memory as a representational 

connection.  But, they also create a verbal tag, “dog,” to describe the image and this is 

stored as a referential connection in the verbal system.  Thus, an image evokes memory 

storage in both the verbal and nonverbal symbolic systems.  This “dual-coding” is 

credited with producing the superior memory for pictures. 

Since the early memory studies first uncovered the picture superiority effect, 

additional empirical research has uncovered some practical applications of picture and 

text memory.  For example, pictures have been shown to be attention-getting within the 

newspaper environment.  This is particularly true for large, emotional, close-cropped, or 

multiple pictures (Garcia & Stark, 1991; Gibson, 1979; Gibson & Zillman, 2000; Zillman 

et al., 2001).  In some cases, pictures may also be used to draw attention to nearby copy. 

When images are thematically similar to the accompanying text, there is improved recall 

of information presented in the text, even when some information present in the text is 

not present in the picture (Levin, 1989; Wanta & Roark, 1993).  Representational pictures 

(pictures that reiterate information presented in the text) have also been shown to aid in 

information recall (Edell & Staelin, 1983).  

Similarly, people remember advertisements longer if they contain representational 

pictures rather than just words (Childers & Houston, 1984).  Viewers also recall 

advertisements better if the brand, copy, and picture are all related, but when only two 

elements are present, related pictures improve recall over related text (Schmitt, Tavassoli, 

& Millard, 1993).  In other words, people remember an advertisement better when the 

brand is illustrated with a picture than with text.  This is particularly true if the picture 
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and the brand name are shown interacting in some way (Childers & Houston, 1984).  The 

importance of this interaction between words and pictures is also seen elsewhere.  In 

education, paired associated learning, where two images are visually connected to 

improve recall, is an extremely effective mnemonic that has been shown to improve both 

recall and transfer (Levin, 1989; Levin & Levin, 1990). 

Taken together, such empirical evidence suggests that adding representational 

pictures to text can improve memory of the presented message.  Using the associative 

network model and dual-coding theory as a theoretical foundation, this increased recall 

for picture and text combinations makes sense.  Information presented in picture and text 

form will be processed and stored separately, but the information will be connected 

(Paivio, 1971).  Thus, not only is the information processed and stored twice, once in 

visual form and once in verbal form, but the storage units are also referentially connected.  

By triggering these networks of related information in the brain, representational pictures 

may excite more neural pathways and improve recall (Edell & Staelin, 1983).   

An early study illustrated this visual-verbal connection.  Participants who looked 

at a picture of an eagle sitting in a tree immediately after seeing the sentence “The bird 

was perched atop the tree” later believed the statement had been “An eagle was perched 

atop the tree” (Pezdek, 1977).  Thus, messages portrayed in pictorial form can blend with 

messages portrayed in text form, giving educators the opportunity to blend images and 

text into a single coherent memory with multiple neural pathways for their students.   

The advantage of multiple neural pathways can be taken one step further for 

visual information.  The richness of an image itself provides multiple cues that can serve 

as aids to memory retrieval (Childers & Houston, 1984).  Even though the focus of a 
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picture may be on a particular subject, aspects of the scene may also be stored and 

associated with prior memories.  This increases the mental network and makes it more 

likely that the image will be recalled.  In fact, pictures have been shown to be superior to 

semantically similar words in creating multiple inferences (McQuarrie & Phillips, 2005).   

While the review thus far has shown the powerful potential of utilizing pictures to 

aid memory, several important caveats are important to note.  When trying to improve 

recall of accompanying text, both the syntactic and semantic qualities of the picture must 

be considered. When improperly used, pictures may actually inhibit message recall by 

detracting from the accompanying message (Lee & Ang, 2003; Wanta & Roark, 1993).  

Studies in cognitive psychology have also shown that looking at unrelated pictures before 

text can suppress the recall of the text (Boesch & Standing, 1990).  Every article cited 

above that showed a positive memory enhancement from pictures employed what Levin 

(1989, Carney & Levin, 2002) would classify as a representational picture or 

interpretational picture.  The visual was related to the text and portrayed some of the 

same information as that presented in the text. 

Along with relevancy, other aspects of effective pictures have been studied.  It has 

been shown that unexpected but relevant pictures result in the highest level of message 

recall (Lee & Ang, 2003).  Emotional photographs in particular draw readers to 

accompanying text.  Zillman and his colleagues (2001) note, “Those trapped by [a 

photograph] should want to know the rest of what happened” (p. 306).  It may be possible 

to pique someone’s interest with a photograph and provide the “explanation” in the copy.  

This need to investigate emotional photos seems to be deep-rooted.  Shoemaker (1996) 

argues that people’s interest in bad news is genetically programmed.  She draws on 
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Lasswell’s (1948) work to suggest that humans monitor their environment in the interest 

of self preservation.  It follows that emotionally arousing photographs are particularly 

eye-catching.  People want to know what the danger is in case they need to protect 

themselves.  

However, using an eye-catching photo that is less relevant to the accompanying 

text may be detrimental. If the implications of the picture superiority effect (Standing, 

1973) are considered, it would follow that because pictures are remembered better than 

text, text memory could be suppressed in a picture vs. text environment.  Indeed, pictures 

have been cited as inhibiting information processing by drawing attention to themselves 

at the detriment of accompanying text (Wanta & Roark, 1993).  This inhibition is even 

stronger when the image agrees with some text, but not others.  For example, Lee and 

Ang (2003) used pictures that were similar to one claim in an advertising message, but 

different than a second claim.  As would be predicted by the additive effect of dual-

coding theory, participants were better able to recall the message which the picture 

emphasized than the message which the picture did not emphasize.  If a more neutral 

picture that did not specifically emphasize either message was used, recall of the second 

message improved (Lee & Ang, 2003). 

Readers also appear aware of the intent of the photograph.  While photographs 

have been shown to be the most common points of entry for newspaper stories, 

photographs within newspaper advertisements were never the point of entry into a page 

and were frequently ignored altogether (Garcia & Stark, 1991).   

From these results, it appears that the ideal photo to maximize retention of the 

overall message would be an eye-catching, unexpected photo that is relevant to the 
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accompanying text.  Expectancy is the “degree to which an item or a piece of information 

falls into some predetermined pattern or structure” (Heckler & Childers, 1992, p. 477).  

Relevancy refers to the degree to which an item or a piece of information contributes to 

the identification of the primary message communicated in the advertisement (Heckler & 

Childers, 1992). Thus, a relevant, unexpected photo is one that reiterates the concepts 

presented in the text, but is presented in a less conventional manner.  This idea has been 

substantiated.  It was found that unexpected, relevant pictures result in the highest level 

of message recall (Lee & Ang, 2003).  Of particular interest, unexpected-irrelevant 

pictures were the most remembered pictures, but they reduced recall of the accompanying 

advertising message (Lee & Ang, 2003).  In other words, people remember an 

unexpected, irrelevant picture, but they probably won’t remember the point the 

communication was trying to make.  

To summarize, the “picture superiority effect” seen in memory studies indicates 

that memory for pictures far outperforms memory for text (e.g., Paivio & Csapo, 1973; 

Standing, 1973; Standing & Smith, 1975).  Additional empirical work has shown that 

when properly used, pictures can also improve recall of accompanying text.  Questions 

remain, however, whether similar results are obtainable for higher levels of learning such 

as comprehension and transfer. Linn and Eylong (2006) note that “recall is not sufficient 

for solving complex problems” (p. 519).  Thus, the picture superiority effect seen at the 

level of memory cannot be applied to comprehension and transfer without substantiating 

evidence.  The role of pictures in comprehension and transfer is explored in the following 

sections. 
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Picture and Text Effects at the Second Level – Comprehension/Understanding 

Unlike the picture memory studies discussed in the previous section that directly 

compared an individual’s memory of pictures with their memory of text, no known study 

has directly investigated an individual’s understanding of a picture versus their 

understanding of equivalent text.  Instead, much of the research at this level of learning 

focuses on comparing picture and text combinations with text alone. 

For young children, the use of pictures in picture books to teach learning has been 

intensely studied.  In their review, Carney and Levin (2002) noted that the influence of 

pictures on young children’s ability to gain reading skills has received mixed reviews, 

with some researchers suggesting that pictures interfere with learning to read and others 

suggesting the benefits (motivating the child to read, promoting creativity, providing 

mental scaffolds, etc.) far outweigh any potential negative interference. 

For older students, research suggests that adding pictures to text improves learner 

comprehension.  In one recent study, participants learned about the heart and circulatory 

system from text only, text with simplified diagrams, or text with detailed diagrams 

(Butcher, 2006).  Participants’ understanding was assessed by having them draw and 

explain a model of the heart and its blood flow and then answer multiple choice 

questions.  Results indicate that adding either type of diagram to the text improved the 

participants’ ability to draw and explain their model of the heart, regardless of their prior 

knowledge.  However, students who learned using the simple diagram outperformed both 

the text-only and the text with detailed diagram treatments on the multiple choice test 

(Butcher, 2006). 
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The role of “mental pictures” has also been considered in assessing learning.  

Students who were asked to draw their own pictures outperformed students who were 

asked to paraphrase the study material (Alesandrini, 1981).  The effect size was small, 

however, accounting for less than 2% of the variability in test scores, and the author 

noted that science learning may be better with provided pictures rather than learner-

generated pictures (Alesandrini, 1981). 

It has also been suggested that learners with high domain knowledge are able to 

construct a mental model without pictorial support (Mayer, 1997).  While this may be 

true, other research has shown that performance on a multiple choice knowledge test and 

on an assessment where participants were asked to draw and explain the circulatory 

system was improved for both low and high knowledge students by adding diagrams to 

the study material (Butcher, 2006).  This suggests that even if students are able to 

construct a mental model from text alone, the concrete visual may still be beneficial. 

Although it is possible to create a mental visual from a passage of text, a physical rather 

than a mental picture may better aid understanding by providing a concrete representation 

which students can refer back to (Paivio, 2007).  Similar predictions regarding a student’s 

ability to create verbal representations from visual materials and how this ability may 

impact learning are not as evident in the literature. 

Despite the apparent benefits of added pictures to aid understanding of textual 

passages, some researchers have suggested that students frequently do not take advantage 

of the benefits of the pictures.  For example, pictures may be viewed as “easy” material 

and may be examined only superficially by learners. Weidenmann (1989) noted “Pictures 

are susceptible to being undervaluated…because the subjective ease of encoding them at 
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a superficial level may lead the learner to the illusion of a full understanding” (p. 163).  

As discussed under the section on dual-coding theory, pictures are processed spatially, 

while text is processed sequentially (Paivio, 1971).  Weidenmann (1989) was suggesting 

that by the very nature of this processing, a fuller semantic meaning may be extracted 

from text, while only a more syntactic visual representation is encoded for the picture.   

To correct this undervaluation of pictures, explicit instructions can be provided to 

encourage students to undergo a more substantial processing of the pictures.  For 

example, when students were told to notice certain features about pictures, they scored 

35% higher on learning tests than those who viewed the same materials without 

instruction (Weidenmann, 1989).  Similar benefits of adding text to images has been seen 

in advertising.  As discussed previously, when advertisement copy was compatible with 

the stylistic properties of an image, viewers noticed the stylistic properties, thereby 

receiving a fuller message than those who did not ascertain these properties (Peracchio & 

Meyers-Levy, 2005).   

The explicit instruction or textual cues used in these experiments may be viewed 

as analogous to scaffolding techniques.  Scaffolding techniques have been shown to 

support student motivation to engage in learning opportunities that they might not on 

their own (Perry, Turner, & Meyer, 2006). 

It is also possible that some complex pictures and diagrams may be perceived as 

too time consuming to process, and so are skipped over.  Indeed, pictures have been 

shown to be less effective at aiding learning when the information is abstract rather than 

concrete (David, 1998).  However, pictures illustrating the usage of abstract words (e.g., 

accept vs. except) were shown to be more beneficial than usage rules for teaching college 
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students the correct usage, both on a test where they had to describe the rules of usage 

and on a test where they had to generate proper usage examples (Igo, Kiewra, Bruning, 

2004).  This shows that when used inventively, pictures can benefit even less concrete 

information. 

It has also been shown that as textual content becomes more difficult, learners 

will look at adjacent visual displays more frequently (Carney & Levin, 2002).  

Unfortunately, because the educational system places a greater emphasis on textual 

reading and oral lectures than on visual learning (Paivio, 1971; Silverman, 2002), 

students may not be learning the skills they need to truly understand information 

presented in visual form.  There is evidence for this in the literature.  Peeck (1993) has 

suggested that students will not process pictures more deeply if they are simply told to 

“pay more attention” to them.  Instead, explicit instructions, cues, or activities are needed.  

The use of “contrasting cases” may be one way to encourage students to notice important 

aspects of pictures.  Contrasting cases encourage students to compare and contrast items, 

thereby extracting the key similarities and differences of the items.  For example, 

Bransford and McCarrell (1974) used contrasting cases of scissors to teach students the 

relationship between how a pair of scissors looks and what it is used for. A similar 

comparison among pictures may encourage deeper processing of them.  Indeed, the study 

cited above did not simply tell students to pay more attention to the photos.  Instead, 

students compared and contrasted the way photos presented a message, and this resulted 

in an increase in learning of the picture’s message (Weidenmann, 1989).   

The emotional value of information presented in pictures should also be 

considered.  Paivio and Steeves (1967) found that the strength of the connections between 
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words and images is positively correlated with their relevance to a person’s interests and 

values.  In other words, the more strongly someone feels about a given topic, the more 

interconnected that person’s mental storage of related text and images is.  It has also been 

shown that participants are more likely to notice problems in a research study when the 

study is inconsistent with their beliefs, or they may misinterpret relationships between 

variables if they have preconceived notions (Shah & Hoeffner, 2002).  This has 

implications for picture understanding, since a given picture may be strongly or weakly 

connected to other mental representations, such as information gathered from text books 

or lectures, depending on how strongly the person feels about the topic.  In short, the 

more relevant a person feels a pictured topic is, the more mental connections that person 

will have and the better that person will be able to understand the meaning behind the 

picture. 

As a subset of visual literacy, graph comprehension has also received some 

attention in the literature.  In a review of graph comprehension research, Shah and 

Hoeffner (2002) offered some suggestions for improving graph understanding.  Graphs 

should always be plotted to make the most important comparisons or data the most 

salient.  For example, students were better able to draw conclusions about population 

changes when the data were drawn with line graphs showing trends rather than as bar 

graphs (Shah & Hoeffner, 2002).  While line graphs emphasize x-y trends, bar graphs 

emphasize discrete comparisons.  Shah and Hoeffner (2002) also suggested that when 

using bar graphs, vertically oriented bars are better for quantities while horizontal bars 

are better for distances.  Bar graphs should not be 3-dimensional, as this extra element 

distracts the reader from the main data.  Tables are better for people to get precise point 
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values, but graphs offer more relational data, so the more important point should be 

considered when deciding which format to use (Shah & Hoeffner, 2002). 

Using labels rather than legends helps reduce the load on working memory, 

making it quicker and easier for readers to interpret the various lines in the graph (Shah & 

Hoeffner, 2002).  The use of labels in other types of pictures has also been explored.  The 

International Pictogram Standard suggests a message or sign legend directly under or to 

the side of the pictogram can be helpful in improving understanding (Pierce, 1996).  Such 

textual explanation may become even more important when pictures become more 

complex or abstract.  Comments from participants in an unpublished study (Beagle, 

2006) on learning from pictures suggest that individuals are not always able to interpret 

or understand a picture until a textual explanation is provided.  Sixty-seven percent of 

participants who studied pictures with minimal text explanation noted that it was not 

always clear what information the pictures were trying to portray. One typical participant 

in the study commented, “I wasn’t sure of what some of the [pictures] were really 

showing until I read the description in the questionnaire” (Beagle, 2006). 

Similar misunderstandings of pictorial content have been seen when news 

photographs influence a reader’s perception of a topic above and beyond, or even in 

contrast, to the accompanying text.  For example, Zillman, Gibson, and Sargent (1999) 

had participants assess the economic status of farmers and the safety of amusement parks 

after reading articles that contained either no image, a positive image, a negative image, 

or both images.  Even though the accompanying text was the same, results showed that 

positive images evoked a positive assessment and negative images evoked a negative 

assessment (Zillman et al., 1999).   
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Gibson and Zillman (2000) also noted that photographs showing disease victims 

of particular ethnic groups resulted in increased perceptions of risks to those groups even 

though no textual information suggested that any particular ethnic groups was at greater 

risk.  The result was a miscommunication where the intended message was unduly 

influenced by the accompanying pictures.   

Clearly the “story” which a picture portrays is not something to be taken lightly.  

As discussed under the section on memory, representational pictures can improve recall 

of the message.  However, additional care must be taken that the remembered message is 

indeed the intended message.  Inappropriately used pictures may unduly influence the 

reader’s understanding of the message. 

While the research discussed above has wonderful applications to education, there 

is a definite need to expand the base of research to include direct comparisons between 

pictures and text at this level of learning.  Until we understand how well individuals can 

comprehend pictures alone, we will never be able to maximize the learning potential of 

instructional materials.  Research suggests that assessing and improving visual literacy 

holds great promise for maximizing this learning potential. 

 

Picture and Text Effects at the Third Level – Application 

To assess learning at the level of application, researchers frequently will 

implement transfer tasks.  Salomon and Perkins (1989) made some interesting 

mechanistic distinctions regarding transfer.  As a rough definition, they distinguish 

transfer from memory or understanding in relation to the context.  If the context of a 

future performance is different than the context of the learning instance, then the learning 
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can be said to have occurred at the level of transfer (Salomon & Perkins, 1989).  

Unfortunately, this definition leaves plenty of room for interpretation of what constitutes 

a “different” learning context, and the authors acknowledge this grey area.   

By focusing on how transfer occurs, these authors also distinguished between 

“low-road transfer,” which they defined as the “spontaneous, automatic transfer of highly 

practiced skills” and “high-road transfer,” which they defined as the “explicit, conscious 

formulation of abstraction in one situation that allows making a connection to another” 

(Salomon & Perkins, 1989, p. 118).  High-road transfer was then further broken down 

into (1) forward-reaching transfer which occurs when a general formulation occurs 

initially and finds new application spontaneously later; and (2) backward-reaching 

transfer which occurs when someone deliberately searches their existing mental 

knowledge base to address a present activity or problem (Salomon & Perkins, 1989). 

Transfer can vary in other ways as well.  A brief review of the literature reveals 

several different categories based on “what” is transferred.  Among these are analogical 

transfer, representational transfer, content transfer, and modality transfer.  Analogical 

transfer is concerned with the transfer of an abstract schema from one situation to another 

(Gick & Holyoak, 1983), while representational transfers involve conceptual or 

methodological transfers such as diagrams (Novick, 1990).  The category referred to here 

as content transfer involves the application of learned content to new scenarios or novel 

problems.  Modality transfer follows from dual-coding theory (Paivio, 1971; 2007) and is 

the transfer from one modality to another, specifically, from the verbal to the visual 

modality and vice versa.  Each of these categories as they relate to visual and verbal 

learning is briefly discussed in turn. 
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Analogical transfer.  In their work on analogical transfer, Gick and Holyoak 

(1983) noted:  

To make the novel seem familiar by relating it to prior knowledge, to make the 

familiar seem strange by viewing it from a new perspective – these are 

fundamental aspects of human intelligence that depend on the ability to reason by 

analogy.  (p. 1-2)   

 

The ability to reason by analogy is considered to be a sign of higher learning 

because analogies require the attributes of “application” as defined by Bloom and his 

compatriots: the ability to apply the appropriate abstraction without having to be 

prompted as to which abstraction is correct or without having to be shown how to use it 

in that situation (Bloom et al., 1956).  However, Pedone et al., (2001) noted that 

relatively little work has explored the use of visual analogies.   

Analogical transfer tasks typically involve a “source” story or diagram which 

study participants are given to read or look at.  Participants are then given a different but 

analogous problem to solve.  The percentage of participants who correctly solve the 

problem on their own are said to have “spontaneously noticed and retrieved” the analog 

(Pedone et al., 2001). Students are then told to consider the story or picture they just read, 

and any additional correct answers are recorded as transfer that occurred after the cue. 

  Several mental processes are needed to successfully complete an analogical 

transfer task.  Participants need to (1) retrieve the source, (2) notice the source’s 

relevance to the target problem, (3) compare the analog to identify relational overlaps, 

and (4) construct the analogous solution (Pedone et al., 2001).  A breakdown in any one 
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of these steps would prevent the respondent from correctly solving the transfer task.  

Current measurements divide these stages into two major categories – those that can 

successfully complete all four stages, and those that can complete steps three and four 

when a hint has been given to carry the participant through steps one and two.  

Unfortunately, these methods have no way of measuring those individuals who can 

complete steps one and two without a hint, but are unable to complete steps three and 

four.  These methods also do not measure failure at any one particular step. 

A predominant analogical transfer problem is the radiation problem introduced by 

Duncker (1945).  This was used in all of the studies to be discussed here.  In this 

problem, a doctor is attempting to kill a tumor with radiation; the high intensity ray will 

kill the tumor but also kill the patient, while the low intensity ray will not harm the 

patient but also not kill the tumor.  The solution may be found in a convergence schema: 

if many low frequency rays are aimed at the tumor from different angles, they will pass 

through the patient’s body as harmless low-frequency rays, but converge into a high 

frequency ray that kills the tumor. 

Perhaps one of the most striking results found among these analogical transfer 

studies is the role of pictures.  When diagrams were used as the source, they were not 

spontaneously noticed and participants were unable to solve the radiation problem.  

However, once a hint to use the previously seen diagram was given, participants were 

able to solve the problem (Gick & Holyoak, 1983).  In a separate experiment, diagrams 

included with two analogs increased the percentage of spontaneous and total solutions 

compared to conditions that received only the two analogs as a source (Gick & Holyoak, 

1983).   
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One explanation for these findings may be found in the idea stated earlier 

regarding the undervaluation of pictures and the lack of deeper picture comprehension 

until a verbal directive or context is provided (Beagle, 2006; Peracchio & Meyers-Levy, 

2005; Weidenmann, 1989).  The relevance or meaning of the picture may not be 

appreciated until participants are directed to consider it.  In the case of Gick and Holyoak 

(1983), once participants were given one or two analogs to provide context for the 

diagram, they were able to understand and apply the picture.  This idea has also been 

stated more succinctly by others: “One general possibility is that without any semantic 

interpretation, the diagrams are not encoded in terms of concepts that could potentially 

link them to the verbal target problem” (Pedone et al., 2001). 

To address this possibility, Pedone et al. (2001) set out to explicitly test the 

perceptual properties of diagrams on their effectiveness in analogical problem solving.  A 

previous study by Beveridge and Parkins (1987) found that a visual representation using 

transparent blue strips hinged at one end that slowly fanned out to show the convergence 

principle spontaneously generated the correct solution in 95% of the participants.  This is 

nearly double that seen in many of the previous experiments using pictures and/or text as 

the source (e.g., Gick, 1985; Gick & Holyoak, 1980, 1983).  Those results encouraged 

Pedone et al. (2001) to examine various manipulations of the source diagram. 

In a series of experiments, it was found that multiple diagrams showing a 

sequence of arrows splitting from a single line of arrows to multiple converging arrows 

did not have any effect on participants’ ability to solve the transfer problem (Pedone et 

al., 2001).  However, animation of these same diagrams to show movement of the arrows 

more than tripled the number of participants who correctly solved the problem prior to 
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the hint compared to the static diagram (55% vs. 15%; Pedone et al., 2001).  This 

percentage approximates that found for a text-based source (e.g., Gick & Holyoak, 1983) 

and for a static diagram plus a written principle (Pedone et al., 2001) in other studies.  

Thus, while a picture superiority effect was still not seen, the picture effects were at least 

equivalent to those seen with text.  Like the visual used by Beveridge and Parkins (1987), 

the animation may have improved semantic encoding of the diagram, allowing 

participants to better access the source and notice its relevance to the target problem. 

In combination with some of the previous discussion on picture comprehension, 

these analogical transfer studies suggest there is a lack of spontaneous comprehension of 

some visuals, even when the visual is related to the text.  However, once deeper 

processing of the visual is encouraged either through verbal cues or manipulation of the 

visual, comprehension of the visual is strengthened and the abstracted principle is 

transferable to new problems.  These studies also support some of the indications 

discussed under dual-coding theory that verbal representations may be more general and 

more easily abstracted (and thus more easily transferred) than visual representations. 

Representational transfer.  This type of transfer is more concerned with a highly 

abstract but visual representation of information. Representational transfer may be 

defined as a transfer “in which the primary goal is transfer of a representation in the 

absence of a common solution procedure” (Novick, 1990).   In other words, 

representational transfer is a “higher level” transfer in which general concepts or a 

methodological framework is transferred, but the procedures for how to utilize the 

concept or framework is not.  For example, one may transfer a diagrammatic template 
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such as a matrix, a path diagram or network, or a hierarchical tree (Novick & Hurley, 

2001).   

These representational diagrams are a more conceptual rather than content-driven 

form of picture.  The manner in which one actually uses these templates will vary widely 

between the source and the target problem, since the framework is merely a structure 

under which to organize relevant information.  For example, informational graphics such 

as graphs, charts, and tables offer a more visual way to present numerical data.  These 

graphics help reveal data patterns that may otherwise be undetected, help readers view 

and interpret numerical information, and are effective at attracting and holding people’s 

attention (Lipkus & Hollands, 1999).  It has also been shown that tables increase the 

speed with which readers can acquire information (Peterson, 1983).  It may be beneficial, 

then, to use this type of graphical organization when trying to solve a target problem.  In 

representational transfer, neither the content of the graphic nor the process used to solve 

the problem is transferred.  Instead, only the structure, e.g., the matrix, is transferred.  

Appropriate information is then inserted into the transferred “template” and this 

organizational structure is used to solve the target problem.  Such representational 

transfer has been shown to spontaneously occur, even in the absence of a common 

solution procedure (Novick, 1990).   

Representational transfer adds new meaning to traditional transfer problems.  

Representational transfer relies upon a framework which may be used to push into 

uncharted territories and solve new problems.  This type of transfer is an application of 

the physical framework rather than the concept or the content – e.g., What other ways can 
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this diagram be used? This more general transfer opens up new venues for visual usage, 

because by their very nature, these diagrammatic transfers are visual-based. 

Problem solving/Content transfer.  While the previously described types of 

transfer provide valuable insight into visual and verbal learning, the category of 

application tests referred to here as content transfers are the most directly integrated with 

the present study.  As such, some space is devoted here to exploring a few of the more 

salient studies involving this type of transfer, as well as discussing some of the 

underlying mental processes that are involved. 

As used here, content transfer is concerned with students’ abilities to answer 

novel questions based on the information they received.  This could include applying 

content to new scenarios or solving unique problems.  Problem solving requires a level of 

learning beyond simple recall of the facts presented (Mayer, 1997), and even beyond a 

direct understanding of the facts presented; instead, learners must assimilate the 

information in a manner that allows them to answer questions for which the answer is not 

directly provided.   

Research suggests that only representational connections (those between the 

object and its mental representation) are necessary for recall, but both representational 

and referential connections (those between two mental representations of different 

modalities) are important for problem solving (Mayer & Sims, 1994).  A contiguity effect 

has also been noted, where narration and animation presented together or text and 

pictures presented together allow for greater referential connections than if the narration 

and animation are presented sequentially or the text and pictures are on separate pages 

(Mayer, 1997; Mayer & Anderson, 1991). 
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However, this contiguity effect appears to be true only when the learner has low 

prior knowledge for the subject.  In a series of three experiments, Mayer and Gallini 

(1990) explored the conditions under which creative problem solving could be improved 

by adding interpretational pictures to text.  They used what they called explanatory 

illustrations, or illustrations that indicated cause-and-effect, of a braking and pump 

system.  In addition to a recall and recognition component, students had to answer 

questions not directly supplied in the content they had reviewed.  The study found that 

pictures had the greatest impact on problem solving when the following four conditions 

were met: 

1. Text explains and describes a cause-and-effect system 

2. Illustrations explain the cause and effect of the system rather than just labeling 

parts of the system 

3. Learners lack prior knowledge 

4. Tests measure conceptual understanding. 

Mayer and Sims (1994) built upon this study to find that the contiguity effect was 

strongest for students with high spatial ability.  The authors reason that even when low-

spatial ability learners are given coordinated instruction that should allow them to build 

referential connections, they are spending their cognitive resources on maintaining 

representational connections in working memory and are unable to devote the necessary 

resources to build referential connections.  High spatial ability learners, on the other 

hand, have an easier time building the representational connections and are able to devote 

more resources towards referential connections (Mayer & Sims, 1994).   

 



68 
 

It is interesting to note that when compared to sequential animation and narration, 

simultaneous animation and narration improved problem solving but not recall (Mayer & 

Anderson, 1991; Mayer & Sims, 1994).  In other words, the contiguity effect was helpful 

for transfer but was not helpful for memory.  Participants were apparently able to build 

similar representational connections regardless of whether the information was presented 

concurrently or sequentially, but were better able to build the referential connections 

needed for transfer when the information was presented concurrently.   

Similar results have been found where recall is better if participants focus on 

trying to remember stories, but transfer is better if participants focus on trying to explain 

the stories’ solutions (Needham & Begg, 1991).  The authors noted that there are 

apparently different laws underlying memory and transfer (Needham & Begg, 1991). 

This distinction of learning level and the possible explanation found in the underlying 

mental processes is important, and deserves continued elucidation in future research. 

In addition to adding representational or interpretational pictures to text, 

mnemonics, or what Levin (1989) refers to as transformational pictures, have also been 

used to improve content transfer.  In a series of plant biology experiments, mnemonics 

were shown to outperform a free-study group in classifying a novel specimen and in 

completing a series of comparisons that required an understanding and application of the 

hierarchical relationship of taxonomy (Levin & Levin, 1990).  Combinations of matrix 

structures and mnemonic illustrations (called a “mnematrix” by the authors) have also 

been used to help students remember, organize, and compare types of fish in order to 

make predictions about a new type of fish (Atkinson et al., 1999).  These studies suggest 

that mnemonic techniques have value for higher levels of learning beyond memory. 
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The cognitive load and the presence of extraneous detail within the instructional 

materials also must be considered.  When narrated text was also visually shown on screen 

during an animation, students were able to come up with fewer creative problem 

solutions than when they received only the narration and animation (Mayer et al., 2001).  

The authors refer to this as a redundancy effect, suggesting the redundant visual text adds 

unnecessary cognitive load and detracts from a student’s ability to process the animation 

within the visual system.   

In addition to this redundancy effect, supplying students with extraneous detail 

has also been shown to be detrimental to problem solving.  In a series of experiments 

where students read about lightning and had to answer problem-solving questions, results 

indicated that adding text passages to captioned pictures did not improve problem solving 

ability (Mayer et al., 1996). In fact, adding longer text to the captioned pictures reduced 

students’ abilities to solve problems, which the authors suggest could be because the 

extra text reduced students’ abilities to identify the key elements from the text and 

effectively blend them with the pictures (Mayer et al., 1996).   

Similar effects have been seen in other studies.  In a study where students learned 

about the circulatory system from text with simple diagrams or text with detailed 

diagrams, no difference in inference ability was found; but, the author noted participants 

who studied detailed diagrams “often appeared to be confused about what they had 

learned and about how to revise their mental models” (Butcher, 2006, p. 188).  Similar to 

the suggestion made by Mayer et al. (1996), it is possible that more complex diagrams 

could be harder to identify the key elements necessary to apply to new situations and 

draw appropriate inferences.   
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Problems with extraneous detail have also been encountered with animations.  

When interesting but less critical details were added to an animated lesson about 

lightning, in text form or as short video clips, students had a reduced ability to solve the 

transfer problems – especially when the details were shown before or during the main 

instruction (Mayer et al., 2001).  This is reminiscent of results in mass communication 

where images occasionally cause a suppression in learning by drawing attention to 

themselves and away from the accompanying text (Lee & Ang, 2003; Wanta & Roark, 

1993).  Further research is needed to assess the level of detail to present in pictures and/or 

text to optimize problem-solving.   

Since picture processing requires less space in working memory than text 

processing (Schnotz, 2002), it may be possible that greater emphasis on quality pictures 

could maximize transfer without overloading cognitive resources.  A greater emphasis on 

visuals may also allow more cognitive resources to be allocated towards making 

referential connections to prior knowledge.  On the other hand, because text is better for 

generalizations (Schnotz, 2002), it may be easier to extract transferable elements.  

Salomon and Perkins (1989) made a similar statement when they suggested that 

“perceptual experience accompanied by a verbal narration should… facilitate transfer 

more than if it is accompanied by pictorials, although the latter might be better for 

immediate mastery of the material” (p. 129).  Only through further empirical research 

will we better understand how each of these modalities works to facilitate transfer, and 

through this understanding be able to combine pictures and text into the most effective 

instructional tools. 
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Taken together, this brief review suggests that picture and text combinations can 

improve problem solving under certain conditions.  Less attention has been paid to 

directly comparing the effects of pictures versus text on transfer, although some studies 

have included picture-only or text-only treatments as part of larger studies.  For example, 

in their study on using visual and verbal summaries in text books, Mayer et al. (2006) 

found that neither pictures alone nor captions alone were as effective as captioned 

pictures in producing problem solutions.  Unfortunately, it was not reported whether there 

was a statistical difference between the picture alone or caption alone treatments. In their 

study of bicycle pump animations, Mayer and Anderson (1991) found that students who 

received words with pictures generated more problem solutions than the words-only, 

pictures-only, and no-instruction treatments, which did not differ.  Both of these studies 

used cause-and-effect pictures and text.  Additional research is needed to confirm these 

findings and further test non-cause-and-effect pictures and text.   

As demonstrated by the above examples, problem solving is an effective 

measurement of a student’s ability to apply content they have learned to answer novel 

questions or respond to new scenarios to which they have not been given a direct answer.  

Content transfer questions are an effective way to test the ability of students to transfer 

the content they have learned. 

Modality transfer.  Although modality transfer could be classified as a sub-

category of content transfer, this researcher has placed it in its own category to better 

reflect its relationship to the other types of transfer.  While modality transfer is here 

defined as the transfer from one modality to another, “what” is transferred can be viewed 

very broadly.  While content transfer is concerned with the transfer of learned content as 
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presented in the study materials, modality transfer could subsume other types of transfer.  

For example, a schema that is transferred during analogical transfer could be in either a 

visual or verbal form, and one could perform a modality transfer on that schema.  In fact, 

this was seen in the presentation of the convergence schema presented as a diagram and 

as text (Pedone et al., 2001).  Thus, it is possible for a “double-transfer” to occur.  

Students could be asked to perform both an analogical transfer (or representational or 

content transfer) and a modality transfer. 

Modality transfer involves what Paivio (2007) refers to as “symbolic modality.”  

This refers to the presentation style of the information, for example, whether the 

information is presented in pictorial or textual form. Transfer at the level of symbolic 

modality considers how well individuals “transfer” the information presented in a picture 

into a textual form and vice versa.  Transfer at this level is also an assessment of the 

strength of referential connections which an individual has made between their visual and 

verbal mental representations. 

Transfer appropriate processing theory posits that “performance on a memory task 

is enhanced to the extent to which cognitive processes engaged at test match those 

engaged at study” (Park & Gabrieli, 1995, p. 1583).  It follows, then, that individuals who 

study pictures should test better with pictures and individuals who study words should 

test better with words.  In fact, this has been shown to be true.  Using pictures and short 

descriptions of the pictures, Standing and Smith (1975) found that performance was 

quantifiably poorer in those conditions where participants were shown pictures and had to 

recognize words (picture-word) or were shown words and had to recognize pictures 

(word-picture).  Participants who were shown pictures and had to recognize pictures 
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(picture-picture) outperformed all other treatments.  Specifically, picture-picture 

performance was the highest followed by picture-word and word-word performance 

which were equal, and then word-picture (Standing & Smith, 1975).  They found that the 

average performance of the picture-picture and word-picture treatments was the same as 

the average performance of the picture-word and word-word treatments (Standing & 

Smith, 1975).  In other words, whether participants were tested using pictures or words 

had no effect, but the interaction between the modality of the learning stimulus and the 

modality of the test stimulus was significant. 

Standing and Smith (1975) proposed a single visual coding system for their 

results, but it is interesting to note how well their results fit under the dual-coding theory.  

Under dual-coding theory, though pictures are processed one way and text is processed 

another, there is a referential connection between the two.  It makes sense that some 

information could be lost in the transfer from text to picture and picture to text so that 

recognizing information in the opposite modality of the study materials would cause a 

depression in scores. 

Several other studies incorporated modality transfers into their study designs, 

perhaps unintentionally.  For example, several studies that provided study materials in 

both text and picture format assessed learning with a strictly text-based test (e.g., Igo et 

al., 2004; Mayer and Anderson, 1991; Mayer et al., 1996). 

Consideration of these modality transfers may be even more important to consider 

when learning style is a key variable in the research.  An example may be seen in the 

work by Mendelson and Thorson (2004).  High verbalizers recalled more about pictures 

than low verbalizers, but no effect was seen between high and low visualizers.  The 
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method of assessment had participants write what they could remember about the pictures 

(Mendelson & Thorson, 2004).  It is possible the results may have been different if a 

picture recognition test was used instead of the written response.  Similarly, Massa and 

Mayer (2006) assessed whether verbalizers and visualizers learn better when they are 

matched to the appropriate instruction modality.  Unfortunately, their learning assessment 

was only in written (i.e., verbal) form.  Follow-up research would be needed to see if this 

modality transfer impacted the results.  This issue could be addressed in future research 

by using assessments that included both verbal and visual modalities.  

 

Challenges Facing Picture Research 

As with any experimental undertaking, investigating the effects of pictures and 

text on learning presents researchers with some unique challenges.  Here, a few of the 

challenges facing picture and text researchers are discussed, and a few of the standards 

set forth by previous researchers are established. 

When designing experimental manipulations, it is an inherent assumption of the 

experimental design that participants perceive information from an image similarly to the 

way the researchers intended.  Otherwise, a lack of experimental effect may be due to 

participants perceiving the picture differently than intended, rather than an actual lack of 

picture effects.  Unfortunately, researchers and participants do not always perceive 

images the same.  As lamented in her essay on archiving images, Finnegan (2006) 

described how it took her days to locate a particular image in the Farm Security 

Administration – Office of War Information (FSA-OWI) photo archive simply because 

she did not view the content of the photograph in the same manner as the archivist.  She 
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came to the striking conclusion, “Apparently I am utterly incapable of answering a 

seemingly simple question: ‘What is this a picture of?’” (p. 117). 

The effects of this challenge are also seen experimentally.  Zillman, Gibson, and 

Sargent (1999) did not describe how the “negative” and “positive” images used in their 

study were selected.  They noted in retrospect, however, that the roller coaster image 

showing people having fun may not have evoked the feeling of “safety” that they were 

testing for in their second experiment.  Likewise, Mendelson (2001) suggested future 

research needs to examine what viewers perceive in news photographs.  In his experiment 

on novelty, experienced photographers helped design the study and classified 

photographs on content and composition.  Though reliability of the experienced coders 

was 100%, study participants were not able to differentiate between the critical elements 

of photographic content and composition (Mendelson, 2001).   

This difficulty may be slightly tempered when more concrete representations are 

used, since it has been shown that more abstract topics are harder to portray pictorially 

(David, 1998). Mayer and his colleagues, for example, have relied on cause-and-effect 

text and illustrations that have been modified from existing encyclopedia entries (e.g., 

Mayer & Gallini, 1990).  Butcher (2006) used diagrams of the heart.  These subjects are 

relatively objective, and allow for concrete representations of physical objects.  Thus, 

relative to the more subjective elements being tested by Mendelson (2001) and Zillman, 

Gibson, and Sargent (1999) (e.g., “novelty” or “safety”), discrepancies in the 

interpretation of the image should be minimized.  Indeed, neither Mayer and his 

colleagues (e.g., Mayer & Gallini, 1990) nor Butcher (2006) reported any 

misinterpretations of their materials. 
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A related challenge is encountered when direct picture to text comparisons are 

made, since it is important that the information presented in one is also presented in 

another.  “Two representations are informationally equivalent if all of the information in 

the one is also inferable from the other, and vice versa” (Larkin & Simon, 1987, p. 67).  

Taken literally, pictures and text will likely never achieve informational equivalence 

because of their syntactic differences.  No matter how intensely descriptive a text may be, 

it can rarely – if ever – account for every nuance visually depicted in the picture.  As 

mentioned under the section on dual-coding theory, others have pointed out the specific 

depictive ability of pictures as compared to text (Schnotz, 2002; Standing & Smith, 

1975), as well as the differences in mental encoding (Paivio, 1971; Sadoski & Paivio, 

2001). 

From a more applied perspective, however, more important than straight 

informational equivalency is whether or not the information portrayed allows for the 

practical completion of a required task.  As long as the necessary information is present, 

the additional surface features of the representation are what lend the modality its relative 

advantage or disadvantage.  Thus, for applied purposes, two representations are (in a 

task-specific sense) informationally equivalent if both allow the extraction of the same 

information required to solve the specific tasks (Schnotz, 2002).  For example, a visual 

and verbal representation are informationally equivalent in a task-specific sense if they 

each provide the information necessary to answer a question.  However, depending on the 

situation, one representation may be easier to use than the other.  It is this latter part – 

identifying when and how to utilize various representations – that represents the larger 

research question to the picture and text literature. Even with an emphasis on task-
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specific information equivalency, precautions should be taken to improve the likelihood 

that images are being consistently viewed.  A pretest showing that participants can in fact 

pull similar information from the verbal and visual materials would improve a study’s 

validity. 

Much of the early picture memory research (e.g., Goulet & Sterns, 1970; Standing 

& Smith, 1975) had a group that was exposed to pictures and a group that was exposed to 

text.  When simple line drawings and single words were used (Goulet & Sterns, 1970) no 

precautions were taken to assure the word and picture matched.  When photographs and 

short statements were used, statements were created by two observers and then a 

consensus statement created.  Information on the reliability between observers or 

evidence of pretesting of the statements once they were created was not provided 

(Standing & Smith, 1975).   Under these methods, there is no way to accurately 

determine if in fact participants received the same “message” from the picture as they did 

from the text.   

Beltran and Duque (1993) found no difference in recognition response time 

between color photographs and line drawings.  However, color has been shown to be 

detrimental during resource demanding tasks (Meyers-Levy & Peracchio, 1995), 

suggesting that as the level of learning deepens - and the learning tasks become more 

difficult - color may inhibit learning.   

These issues raise the question, what level of specificity is needed to ensure 

information equivalency?  Likewise, how does one balance specificity with equivalency, 

since more detailed descriptions of images would require lengthier statements?  Lengthier 

statements have been shown to decrease readability (Hartley, Sotto, & Fox, 2004) and 
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may in turn limit learning potential.  In the words of Zinsser (1985), “There is no 

minimum length for a sentence that’s acceptable in the eyes of man and God.  Among 

good writers, it is the short sentence that predominates” (p. 113-114).  The importance of 

shorter sentences is also indicated by the research showing extraneous details reduces 

problem solving ability (e.g., Mayer et al., 2001; Mayer et al., 1996).  Lessons from these 

previous studies therefore seem to indicate that relatively shorter sentences and simpler, 

black and white pictures would allow for the most accurate comparison. 

Finally, caution should be used when determining how to measure recall or 

recognition, especially if transferring between visual and verbal modalities. As discussed 

under the section on modality transfer, when switching from one form of processing to 

another, some information is lost in the translation (e.g., Standing & Smith, 1975).  This 

issue could be addressed by using an assessment tool that is in both verbal and visual 

form. 

 

Study Rationale 

From the review above, it is evident that numerous studies have investigated the 

impact that visual and verbal modalities have on learning. The complexities of these 

relationships are both daunting in their intricacy and exhilarating in the promise they hold 

for educational impact. 

Many of the studies discussed fall under a text-centric paradigm, where the 

primary testing of visuals is to determine how they can most improve textual learning.  

There are, however, exceptions, and a few studies have actually suggested ways that text 

can improve visual learning.  Further investigation is needed to assess the learning 
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potential of pictures.  There remains a lack of a basic understanding of relative visual and 

verbal semantics and the relative strengths and weaknesses of these modalities at 

different levels of learning.  The better we are able to understand their individual 

potentials, the better we will be able to utilize them within both instruction and 

assessment to meet our educational goals. 

The following study provides a direct, intensive investigation into the effects of 

visual and verbal modalities across three levels of learning: memory, comprehension, and 

transfer.  Further details about the materials and methods used for these investigations is 

described in the next chapter. 

 



80 
 

 
 
 
 
 

CHAPTER 3: MATERIALS AND METHODS 
 
 
 

Design 
 

In order to assess the intricacies of picture and text affects across three levels of 

learning and study time, a relatively complex experimental design was utilized.  This 

experimental design may be best understood as comprising of three distinct sections.  

Each section addresses specific hypotheses and research questions that have been put 

forth.  When results from all three sections are considered, an overall answer emerges for 

the primary research question:  

RQ1: As question complexity increases, will performance advantage switch from 

the picture study condition to the text study condition? 

To better understand the experimental design used, the explanation here has been 

broken down into three sections to mirror the three key components of the design as they 

were conceived.  The first section addresses hypotheses related to the first two levels of 

learning, recognition and comprehension.  This includes: 

H1: Recognition scores will be higher than comprehension scores. 

H2: A picture superiority effect will be seen for recognition memory. On 

recognition multiple choice questions, those who studied pictures will 

outperform those who studied text. 
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H3: A study condition effect will be seen for comprehension. On comprehension 

multiple choice questions, those who studied pictures will perform 

differently than those who studied text.  

H5: A modality interaction effect will be seen for both recognition and 

comprehension so that within-modality questions will outperform cross-

modality questions. 

H6:  As study time increases, test scores for recognition and comprehension will 

increase. 

H8:  For recognition questions, the picture study condition will outperform the 

text study condition at shorter study times, but not at longer study times.   

 

To address these hypotheses, the first section of the experimental design followed 

a split-plot design in a variation of the “Posttest-only Control Group Factorial Design” 

identified by Campbell and Stanley (1963/1969).  A split-plot design includes both 

repeated measures and between-subject variables.  The repeated measures component of 

the design allows for more accurate comparisons across learning levels because 

individual differences are experimentally controlled (Kirk, 1995).   

Question type (recognition or comprehension) and question modality (picture or 

text) were within-subjects variables.  Thus, there were four dependent, repeated 

measures: scores on picture recognition, text recognition, picture comprehension, and text 

comprehension questions.  Each of these questions is described in subsequent sections.   

There were three between-subjects variables.  Two study conditions were created 

consisting of either picture or text study materials.  Three study times (1, 2, or 4 minutes) 
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were used to test for differential processing across time.  Four test versions (A, B, C, and 

D) were created to control for order effects of the questions. Thus, study condition 

(picture or text), study time (1, 2, or 4 minutes), and test version (A, B, C, or D) 

comprised the between-subjects variables.  Each of these variables is described in greater 

detail in subsequent sections. 

The second section of the experimental design relates to the third level of 

learning.  In order to minimize some of the complexity of the experimental design, the 

third level of learning (transfer) was tested in only text modality and was analyzed 

separately from the recognition and comprehension questions.  This resulted in a distinct 

“second section” of the experimental design.  This second section addressed hypotheses 

related to this third level of learning, which included:  

H4: A study condition effect will be seen for transfer. On the transfer problems, 

those who studied pictures will perform differently than those who studied 

text.  

H7:  As study time increases, test scores for transfer will increase. 

H9:  For transfer tasks, there will not be a picture advantage at shorter study 

times. 

To address these hypotheses, two types of content transfer tasks were used that 

required participants to transfer some of the learned content to unique situations.  Details 

about the two transfer tasks are provided in a subsequent section, but a brief overview is 

provided here.  The first transfer task was a scenario transfer that required participants to 

apply their learning to a “real-life” scenario and make judgment about the validity of the 

information provided.  The second transfer task was a problem-solving transfer task that 
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required participants to combine their learning with newly presented information and 

then solve problems related to the Emerald Ash Borer. 

Because the transfer tasks were presented only in text modality and were the same 

on every test version, they were analyzed using two separate general linear model 

univariate procedures.  Transfer score was the dependent variable and study condition 

and study time were the independent variables. 

 A third distinct section of the experimental design addressed the hypotheses and 

research questions related to participants’ confidence in their answers.  These were: 

H10: Confidence in answers will be higher for recognition questions than for 

comprehension questions. 

H11: Confidence in answers will be higher for within-modality questions than for 

cross-modality questions. 

RQ2: For each level of learning, does the pattern of confidence ratings in each 

study condition follow the same pattern as the test scores? 

RQ3: Do the correlations between confidence and actual test scores differ 

between study conditions? 

 

As participants answered each recognition, comprehension, and scenario transfer 

question, participants rated their confidence on a Likert scale with 1 being not at all 

confident and 5 being very confident.  For recognition and comprehension questions, 

confidence rating on the picture recognition, text recognition, picture comprehension and 

text comprehension questions was used as the dependent variable in a split-plot design.  

Study condition (picture or text), study time (1, 2, or 4 minutes), and test version (A, B, 
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C, or D) were the independent, between subjects variables.  Correlations were also run to 

compare confidence rating with actual test scores for the recognition and comprehension 

questions. 

For scenario transfer questions, confidence rating on the scenario transfer 

questions was used as the dependent variable in a general linear model univariate 

procedure.  Study condition (picture or text) and study time (1, 2, or 4 minutes) were the 

independent variables.  Correlations were also run to compare confidence level with 

actual scenario transfer test scores.  More details regarding these variables can be found 

in subsequent sections. 

 

Participants 

A total of 224 undergraduate students at a large, public Indiana university 

received extra credit in an introductory statistics class for participating in the study.  

Therefore, the participants volunteered but were, in part, motivated by the prospect of 

increasing their score in one class.  Undergraduate students were chosen as the study 

population because they are a core population of key learners.  It is important to 

understand how these students learn from pictures and text. 

As part of the demographic variables, participants were asked whether English 

was their first language.  Anyone who answered no or left the question blank was 

excluded from the study.  This resulted in a total of 206 participants who were included 

in the analysis. 
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Study Conditions 

Two study conditions (pictures vs. text) were created to test participants on their 

ability to learn about the Emerald Ash Borer, an invasive insect, from pictures or text.  As 

detailed in the introduction, the Emerald Ash Borer was chosen as a topic for three main 

reasons.  To reiterate, the Department of Natural Resources has been trying to increase 

awareness about this insect because it has been spreading rapidly from its initial 

discovery in Michigan through (at the time of the study) seven other states, including 

Indiana.  The Emerald Ash Borer infects ash trees, important both for their wood, their 

popular use as community shade trees, and their presence in national forests.  Once 

infected, 100% of ash trees die.  The spread of the Emerald Ash Borer has been 

exacerbated by people transporting firewood, nursery stock, and other ash products.  

Quarantines are being enforced in several Indiana counties, restricting the movement of 

wood.  The proximity of these occurrences and the plea to the general population for 

assistance makes the Emerald Ash Borer a relevant topic for the participants in this study.   

Second, the Emerald Ash Borer has a wealth of concrete imagery associated with 

it.  Many facts concerning this insect can be presented in visual form, making it an ideal 

topic for this study. 

Third, despite recent efforts by natural resource officials, including the launching 

of an Emerald Ash Borer awareness week, student knowledge about the Emerald Ash 

Borer is expected to be low.  A pilot test supported this supposition.  When students in 

the pilot test were asked to rate their familiarity with the material presented with 1 being 

not at all familiar and 5 being very familiar, they reported an average familiarity of the 

Emerald Ash Borer of only 2.15 (SE=0.296).  
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All materials used in the study were reviewed for technical accuracy by an 

entomologist who specializes in the Emerald Ash Borer. 

 

Picture Study Condition 

The picture study condition consisted of a four page information packet plus a 

cover sheet printed single-sided in black and white on 8-1/2”x11” white paper (Appendix 

A).  Because color has been shown to be detrimental under high cognitive processing 

situations (Meyers-Levy & Peracchio, 1995), only black and white and grayscale images 

were used.  Arguably, limiting the picture study condition to black and white also makes 

it more syntactically similar to the text study condition, since the text is also printed in 

black and white. 

The picture information packet was created in Microsoft Word.  Each page had 

one or two text headings in Arial size 12 bold font followed by images.  The headings 

were framed in the form of a question, e.g., “What does the ash tree look like?” and the 

images answered each question.  The information needed to complete the test was 

contained in the images, so while the headings provided a context for the images, it was 

necessary for students to study and understand the images in order to complete the test.   

Images included photographs, graphs, charts, and maps.  High resolution 

photographs and maps were downloaded from the database forestryimages.com and from 

the image search of Google.com.  Photo citations are available in Appendix B.  All 

images were opened in Adobe Photoshop, set to 300 dpi for maximum print quality, and 

converted to gray scale.  Any images too small to meet this resolution were discarded.  
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All images were saved as high quality .jpg or .tif images and then imported into the MS 

Word file. 

Whenever possible, pictures currently used in university, industry, or 

governmental publications were used.  For example, many of the images on the 

forestryimages.org Web site are currently used in various publications to educate the 

public about the Emerald Ash Borer.  The use of actual publication photos that may be 

altered to create various treatment conditions is a common practice in picture research 

(e.g., Childers & Houston, 1984; Mendelson & Thorson 2004; Wanta, 1988).  

To increase saliency of particular aspects of a photograph, for example, to draw 

attention to the holes in a photograph of bark, circles or arrows were used.  Call-out 

boxes were also used to highlight a detail, for example, showing that an Emerald Ash 

Borer larva was embedded in wood. 

Charts and graphs were created using Microsoft Excel and then imported into the 

MS Word document.  Good graph practices as suggested by Shah and Hoeffner (2002) 

were used.  For example, a pie chart was used to indicate proportion, a horizontal bar 

graph was used to indicate distance, and no distracting three dimensional effects were 

used.  

 The cover sheet of the picture information packet included a large “P” and 

instructions not to turn the page until instructed to do so and not to write in or markup the 

packet.  The picture information packet was created first, and then a comparable text 

information packet was created.   
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Text Study Condition 

Like the picture study condition, the text study condition used a four page 

information packet plus a cover sheet printed single-sided in black and white on  

8-1/2”x11” white paper (Appendix C).  Each page had the same headings as the picture 

information packet printed in Arial size 12 bold font.  These headings were followed by a 

series of short statements describing the comparable image in the picture information 

packet.  The equivalency of the text and pictures used was tested as described in the 

material validation section below.  The text statements were printed in Arial font size 14. 

 The cover sheet of the text information packet included a large “T” and 

instructions not to turn the page until instructed to do so and not to write in or markup the 

packet. 

 

Study Times 

 Three study times were chosen to encourage different levels of processing.  As 

discussed in previous chapters, the type of processing students undergo when reviewing 

information can impact the information they receive from pictures compared to text 

(Meyers-Levy & Malaviya, 1999).  Because pictures have been shown to be processed 

faster but more superficially than text (Paivio, 1971; Weidenmann, 1989), it was also 

believed that study time would impact how students learned from the picture and text 

study conditions.  As a result, three study time conditions were established.   

The first condition allowed students enough time to quickly read through the 

material once.  This was intended to mimic the amount of time that someone might spend 

to quickly flip through a brochure.   
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The second condition allowed students enough time to slowly read through and 

think about the material once, or read steadily through the material twice.  This condition 

was intended to mimic an audience that takes the time to read and think about the 

material, but is not repeatedly studying the material.   

The third condition allowed students extra time to really study the material.  This 

condition was intended to mimic the amount of time someone would spend if they were 

to rehearse it, review it, and/or re-read it several times.   

A pilot test was conducted (N=10) and participants were observed and/or 

questioned at the conclusion of the study to determine the appropriate study time 

allotments to meet these three conditions.  The three study times that were selected for 

the main study were one minute, two minutes, and four minutes. 

 

Tests 

To assess memory, comprehension, and transfer for the studied material, four test 

versions were created (Appendix D).  Each test version contained four sections: 

recognition questions (12), comprehension questions (12), transfer questions (18), and 

demographic information.  Different test versions were created to switch the order of the 

recognition and comprehension questions and to allow each recognition and 

comprehension question to appear in both visual and verbal form.  Switching the order of 

the recognition and comprehension questions allows order effects to be counterbalanced.  

Having each question answered in both visual and verbal form helps ensure that any 

effects seen are not due to questions in one modality being easier than questions in the 
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other modality.  Transfer questions were in text format and always came third.  

Demographic questions always came last.   

Each test was physically divided into two packets, each printed on one side of 

each page.  The first packet was either recognition or comprehension.  The second packet 

contained whichever question type the first packet did not, plus the transfer questions and 

demographic questions that were the same on every test. 

Thus, the four test versions were as follows: 

A – (A1) recognition, opposite modality as C1; (A2) comprehension, opposite 

modality as C2 – plus transfer and demographics 

B – (B1) comprehension, opposite modality as D1; (B2) recognition, opposite  

modality as D2 – plus transfer and demographics 

C – (C1) recognition, opposite modality as A1; (C2) comprehension, opposite 

modality as A2 – plus transfer and demographics 

D – (D1) comprehension, opposite modality as B1; (D2) recognition, opposite 

modality as B2 – plus transfer and demographics 

Under this scenario, tests A and B have identical questions, except in test A, 

recognition questions are first and comprehension questions are second.  In test B, 

comprehension questions are first and recognition questions are second.  Likewise, tests 

C and D have identical questions, but the order of recognition and comprehension 

questions are reversed. 

 Alternatively, tests A and C have the same order of questions, but different 

question modalities.  Any question that is in visual form on test A will be in verbal form 

on test C.  Any question in visual form on test C will be in verbal form on test A.  
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Likewise, tests B and D have the same order of questions, but the question modalities 

differ. 

Every test had both visual and verbal modalities for recognition and 

comprehension questions, as indicated in Table 2.  Modalities alternated in a random 

pattern.  Modalities are further explained in the sections below regarding each type of 

question.   

 

Table 2  

Question Modality (P=Picture; T=Text) for Recognition and Comprehension Questions.  

Test Question 1 2 3 4 5 6 7 8 9 10 11 12 
A1 Recognition P P T T P T P T P T T P 
B2 Recognition P P T T P T P T P T T P 
C1 Recognition T T P P T P T P T P P T 
D2 Recognition T T P P T P T P T P P T 
A2 Comprehension P T T P P T T P T P T P 
B1 Comprehension P T T P P T T P T P T P 
C2 Comprehension T P P T T P P T P T P T 
D1 Comprehension T P P T T P P T P T P T 
Note: The letter and number indicates the test and section.  For example, A1 is the first section of 

test A; B2 is the second section of test B, etc. 

 

Each test had a color cover sheet with instructions to circle the test version on the 

answer sheet.  The same color cover sheet was used for the first and second section (e.g., 

A1 and A2).  This made it easier during administration to make sure participants received 

the same test version for all test sections. 

So that content would not be a confounding factor when comparing recognition 

scores to comprehension scores, the same general content was tested by both the 

recognition and comprehension questions.  For example, under the recognition section, 
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students had to recognize the pie chart or statement that 40% of the trees in Indiana cities 

and towns are ash trees.  Under the comprehension section, students had to understand 

this same knowledge to answer the question “A city in Indiana has 200 trees.  How many 

of them are likely ash trees?” Because the same basic content is being tested, any 

differences in scores seen between recognition and comprehension should be due to the 

types of questions (i.e., recognition or comprehension) and not because of any differences 

in content.   

Precaution was also taken to ensure there would not be a compounding modality 

effect when comparing recognition and comprehension questions.  Similar content was 

tested at both the recognition and comprehension levels so that a comparison between 

recognition scores and comprehension scores could be made.  If recognition questions 

were asked in one modality while comprehension questions were asked in another 

modality, any differences that were seen between the two question types would raise the 

question whether the difference was do the question type (recognition vs. comprehension) 

or a modality effect (picture questions vs. text questions).  To eliminate the possibility of 

a modality effect, any question of the same content was presented in the same modality 

for a given test.  This means any differences seen between recognition and 

comprehension questions are likely attributable to question type rather than content or 

modality differences. 

For example, consider the sample cited above.  Under the recognition section, 

students had to recognize that 40% of the trees in Indiana cities and towns are ash trees in 

verbal form for tests A and C and in visual (pie chart) form for tests B and D.  Under the 

comprehension section, students had to answer the question “A city in Indiana has 200 
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trees.  How many of them are likely ash trees?” in verbal form for tests A and C and in 

visual (graph) form for tests B and D.  Thus, recognition and comprehension questions 

based on the same content were asked in the same modality on a given test. 

While the same general content was being tested by both recognition and 

comprehension questions, the order of the questions under recognition differed from the 

order of the questions under comprehension.  Using our same example, the recognition 

question that 40% of the trees in Indiana cities and towns were ash trees was question 

number four in the recognition questions.  The corresponding comprehension question 

was question number six.  This extra precaution should prevent students from 

recognizing a pattern of similar content as they move from one section of the test to 

another. 

 All answers were given on an answer sheet (Appendix E).  Two answer sheets 

were created that were identical except that in the header, one was labeled with a “P” for 

those who received the picture study condition and the other was labeled “T” for those 

who received the text study condition.  For the multiple choice recognition and 

comprehension questions, participants circled the letter corresponding to their answer and 

then completed a 5-point confidence scale.  For the first transfer question, students 

circled “correct” or “incorrect” to indicate their answer and completed the 5-point 

confidence scale.  The second transfer questions were short answer. 

 All materials were used in a pilot test (N=10), and each participant was asked at 

the end which questions, pictures, or text they found confusing and why.  Based upon 

their feedback, slight modifications were made to improve the materials.  For example, 

one phrase in the text study condition used the term “leaflets,” which one participant was 
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unsure of.  This was changed to “little leaves.”  It was also suggested that the image in 

the picture study condition of the Emerald Ash Borer flying was not clear.  At the 

participant’s suggestion, motion lines were added to help indicate movement. 

 

Recognition Questions 

Twelve recognition questions were created with six questions in visual modality 

and six different questions in verbal modality.  Participants had to choose the previously 

seen item out of three possible choices.  For the visual modality, the correct answer was 

always the exact image in the exact same size as the image appearing in the picture study 

condition.  Wrong answer choices were images matched in size and were chosen for their 

perceptual and conceptual similarity.  For example, when the correct image was a single 

tree with no leaves on its top branches, wrong answer choices were similarly sized single 

trees with similarly plain backgrounds but with differing amounts of leaves. 

As in the creation of the picture study materials, picture recognition questions 

used only black and white and grayscale images set to 300 dpi for maximum print 

quality.  Images included photographs, graphs, charts, and maps and were downloaded 

from either forestryimages.com or the image search of Google.com, or (in the case of 

graphs and charts) were created in Microsoft Excel. 

For the verbal modality, the correct answer was always the exact statement as the 

statement appearing in the text study condition.  Wrong answer choices were text 

statements describing the wrong answer choices used for the visual modality questions. 

Answer choices were always phrased using the same grammatical structure as the correct 

answer and were printed in Arial font, the same as was presented in the text study 
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condition.  Whenever possible, verbal answer choices were also limited to approximately 

the same number of words.  In some instances this was not possible.  For example, when 

listing the states where the Emerald Ash Borer has been found, some answers listed more 

states than others.   

Each test used six recognition questions in visual modality and six different 

recognition questions in verbal modality so every participant answered questions in both 

visual and verbal modality.  Participants were instructed to choose the picture or phrase 

that best matched the information they saw and to choose the one that looked “most 

familiar” to them and circle the corresponding letter on their answer sheet.  They were 

then instructed to indicate on a Likert scale how confident they were that their answer 

was correct, with 1 being not at all confident and 5 being very confident.  The confidence 

rating was a modification of that used by Archer (2007) who, for multiple choice 

questions, included an option of “I cannot answer this without guessing.”   

 For students who were in the picture study condition, the six visual recognition 

questions should have been an exact match with their mental representation.  The six 

verbal recognition questions, however, required a modality transfer.  Their mental 

representation would have initially been in visual form, and they had to match this 

representation with the corresponding verbal choices on the test. 

Similarly, for students who were in the text study condition, the six verbal 

recognition questions should have been an exact match with their mental representation.  

However, the six visual recognition questions required a modality transfer.  Students who 

studied text would have created an initial mental representation in verbal form, and they 

had to match this representation to the correct image on the test. 
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Comprehension Questions 

Twelve comprehension questions were created with six questions in visual 

modality and six different questions in verbal modality.  Participants had to answer 

multiple choice questions about the information they had studied, and the three answer 

choices were either in visual or verbal form.   

Some comprehension questions required the participant to demonstrate 

understanding by performing nominal manipulations of the information.  In an example 

referred to previously, students had to understand that 40% of the trees in Indiana and 

towns are ash trees and calculate how many trees this would be if a town has 200 trees.  

Other comprehension questions required the participant to demonstrate understanding by 

answering more direct questions about the information.  For example, one question asked 

participants “When a tree becomes damaged by the Emerald Ash Borer, what part of the 

tree loses its leaves FIRST?”  To answer this, students have to recall the image or the text 

that says one of the signs of an Emerald Ash Borer infestation is a tree with no leaves on 

its top branches.  This would indicate the tree loses its leaves from the top of the tree first.  

Occasionally the exact image and exact phrase from the study packets were used 

as wrong answers.  This tested to make sure the student actually understood the material 

as opposed to simply recognizing an image or a phrase. 

For the visual modality, the correct answer was a different image than the one 

used in the picture study condition, although it presented similar information.  The 

correct image might be a different photograph of the same type of item (e.g., a different 

ash tree) or it might contain a different angle or a different zoom.  The wrong answers 

were images matched in size and were chosen for their perceptual and conceptual 
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similarity to the correct answer.  For example, in a question asking about the origin of the 

Emerald Ash Borer, the answer choices are various rotations of a globe, while the image 

presented to the picture study condition was a rectangular world map.  If participants only 

remember the surface features of the image (e.g., the area on the right was highlighted) 

they may have no problem with the recognition question, but will have more difficulty 

answering the comprehension question.  

As in the creation of the picture study materials and the picture recognition 

questions, picture comprehension questions used only black and white and grayscale 

images set to 300 dpi for maximum print quality.  Images included photographs, graphs, 

charts, and maps and were downloaded from either forestryimages.com or the image 

search of Google.com, or (in the case of graphs and charts) were created in Microsoft 

Excel. 

For the verbal modality, the correct answer was a slightly different phrase than 

that used in the text study condition and was printed in Times New Roman font size 12 

instead of the Arial font used in the study packet.  The correct answer described the 

correct answer used in the visual modality.  The wrong answers described the wrong 

answer choices used for the visual modality questions. Wrong answer choices were 

always phrased using the same grammatical structure as the correct answer. Whenever 

possible, verbal answer choices were also limited to approximately the same number of 

words.   

Each test used six comprehension questions in visual modality and six different 

comprehension questions in verbal modality so every participant answered questions in 

both visual and verbal modality.  Participants were instructed to answer the questions by 
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choosing the one best answer and circle the corresponding letter on their answer sheet.  

They were then instructed to indicate on a Likert scale how confident they were that their 

answer was correct, with 1 being not at all confident and 5 being very confident. 

 For participants who were in the picture study condition, the six visual 

comprehension questions were in the same modality as their study materials.  Unlike the 

recognition questions, however, participants could not rely directly on their mental 

representation to answer the comprehension questions, because the answer choices did 

not directly match what they had previously seen.  Instead, slight abstraction of the 

studied material and generalization to the possible answer choices was necessary.  The 

six verbal questions would require a modality transfer in addition to this abstraction and 

generalization. 

Similarly, for participants who were in the text study condition, the six verbal 

comprehension questions were in the same modality as their study materials.  However, 

because the comprehension questions were not an exact duplication of their study 

materials, participants could not rely directly on their precise mental representation to 

answer the questions.  Instead, the key components of the studied material needed to be 

understood in order to answer the question.  The six visual recognition questions would 

require a modality transfer in addition to this abstraction and generalization.   

 

Transfer Questions 

Two content transfer tasks were created to assess participants’ ability to apply 

their study materials to new situations.  Both transfer tasks were presented in text form.  
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The first transfer task was a scenario transfer task and the second was a problem-solving 

transfer task.   

The scenario transfer questions (Appendix D) were based on actual incidents of 

fraud; con-artists were falsely informing home owners that their trees were infested with 

the Emerald Ash Borer and were charging large sums of money to supposedly alleviate 

the problem for them (Hagen, 2005).  In this transfer problem, participants read a 

scenario where a friend is being approached by an “expert” who tells the friend all about 

the Emerald Ash Borer.  For each sentence in the scenario, participants had to indicate 

whether what the expert said was correct or not.  The concluding statement required 

participants to assimilate the presented information to decide if a tree was infested with 

the Emerald Ash Borer.  Participants also indicated on a Likert scale how confident they 

were that each of their answers was correct. 

 The problem-solving transfer problem (Appendix D & E) had participants read 

two short paragraphs of new information about the Emerald Ash Borer and then answer 

problem solving questions.  These questions were not directly answered by any of the 

information participants had seen.  Instead, participants needed to combine the new 

information with previously learned information and creatively apply it to answer the 

question.  For example, one question asked participants why the Emerald Ash Borer 

would cause more damage to the tree population in cities and towns than to the tree 

population in remote forests.  To answer correctly, participants must combine the new 

information that ash trees make up about 6% of forest trees and the previously learned 

information that about 40% of the trees in cities and towns are ash trees.  They can then 

appropriately argue that ash trees make up a larger percentage of the trees in cities and 
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towns, so an Emerald Ash Borer infestation would destroy a larger percentage of the trees 

in cities and towns than in forests. 

 

Demographic Variables 

Because both prior knowledge and interest have been shown to impact picture and 

text learning (e.g., Mayer & Sims, 1994; Mayer & Gallini, 1990), familiarity and interest 

were assessed as part of the demographic variables so they could be included in the 

analysis as necessary.  Each was asked on a 5-point Likert scale ranging from 1 (not at all 

familiar; not at all interesting) to 5 (very familiar; very interesting). 

The impact of visual-verbal learning style has received mixed reviews in the 

literature, with some research suggesting learning style can impact visual-verbal learning 

(Chatterton, 2006; Schofield and Kirby, 1994) and other research suggesting it does not 

(Krätzig & Arbuthnott, 2006; Massa & Mayer, 2006).   

As discussed in the previous chapter, different measures of visual-verbal learning 

style have been shown to measure slightly different underlying constructs (Mayer & 

Massa, 2003).  This study was primarily interested in assessing whether cognitive style, 

or the ways that people process and represent information (Mayer & Massa, 2003), would 

impact the effectiveness of the picture or text study condition. In their analysis of various 

measures, Mayer and Massa (2003) identified the Verbal-Visual Learning Style Rating as 

the highest loading factor for cognitive style.  As a result, this single question measure 

was used in the present study to identify participants’ visual-verbal learning style. 

Gender, age, and class level (freshman, sophomore, junior, or senior) were also 

collected to be tested as possible covariates.   
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Finally, the home county of the participant was collected.  It was thought that 

someone who lived in a county with an Emerald Ash Borer infestation or quarantine may 

be more familiar with the insect.  So whether or not participants lived in an Emerald Ash 

Borer county was tested as a possible demographic variable.  At the time of the test, the 

Emerald Ash Borer had been detected and/or a quarantine was in place in 20 counties in 

Indiana, 18 counties in Illinois, all of lower Michigan, and two counties in Maryland.  

Other states were also affected, but no students were from those states and so they were 

disregarded.  Any student from one of the affected counties was marked “yes” for an 

Emerald Ash Borer county.  All other students were marked as “no.” 

 

Distracter Task 

 A distracter task was created to reduce mental rehearsal of the study materials 

between the time of study and the test.  In order to use both the visual and the verbal 

mental systems, a matching task was created where participants had to match 12 

ambiguous images and phrases.  There were no right or wrong answers.  Instead, 

ambiguity was used to increase the participants’ engagement with the material (Baran & 

Davis, 2003).    For example, the phrase “Look waaay up there.” could match the 

mountain peak, the hot air balloon, the empire state building, or the airplane.  

Anecdotally, this distracter was a success, as the majority of participants used the full 

time allotted to work on the task and the papers frequently showed cross-outs where 

participants had changed their minds, suggesting they thought about and engaged with 

their responses.  A copy of the distracter task is available in Appendix F. 
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Procedure 

All materials and procedures used in this study were approved by the Purdue 

University Institutional Review Board, responsible for approving research conducted 

with human subjects (Protocol #0806007032).  Participants were given the choice to sign 

up for one of nine sessions.  The study was administered to groups of participants ranging 

from 3 to 54 in number, with 18 being the median group size. 

Prior to each session, participants were randomly sorted using the Microsoft Excel 

random number generator and given an assigned seat.  Seats were arranged on a grid 

indicating the study condition and test version.  In this way, participants were randomly 

assigned to treatments.  Approximately equal numbers of study conditions and test 

versions were used at each session to reduce any potential impact of a study condition by 

session interaction.  However, study time was nested within session, with each session 

using a single study time.  All sessions were run by the same researcher and an assistant 

who helped pass out and collect materials. 

 Participants signed in as they arrived and took their assigned seats. Any 

latecomers had to wait until the timed portions of the study were over and then were 

allowed to begin the study. 

 The researcher thanked everyone for their participation and provided a brief 

overview of the study.  The written protocol used to guide each session is available in 

Appendix G.  Briefly, the researcher explained to participants they were going to be 

given a four-page information packet on the Emerald Ash Borer, an invasive insect in 

Indiana which the Department of Natural Resources was asking everyone to help prevent 

its spread.  They would have one minute (or two or four minutes) to review the 
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information and would be given a 30 second (or one minute) warning when they had 30 

seconds (or one minute) left.  They would then answer written questions about what they 

saw. 

 Information packets were then distributed and once everyone had one, they were 

told they could begin.  A stop watch was used to time the study portion, and an 

appropriate 30 second or one-minute warning was given.  At the end of one minute (or 

two or four minutes) they were then told to close the packet and pass it to the front of the 

room. 

 The distracter task was then passed out face down, and participants were told this 

was an activity for them to complete and that they should follow the instructions on the 

paper.  Once everyone had a distracter, they were told to begin and were given five 

minutes to work on the distracter.  The distracter was then collected. 

 Participants were then told a test booklet and answer sheet was going to be 

distributed.  It was explained the test had four sections, and they should follow the 

instructions printed for each section.  For the first three sections, the questions were in the 

test booklet and participants marked their answers on the answer sheet.  For the last 

section, the questions were printed on their answer sheet.  Section one was distributed 

first.  Once they were done, participants raised their hands to have section one collected 

and the remaining sections given to them.  They were told there was no time limit.   

Once participants completed the last section, their test booklet and answer sheet 

were collected, they were thanked for their time, and they were free to go.  As the answer 

sheet was collected, it was checked to make sure the appropriate test version had been 

circled. 
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Scoring and Analyses 

All tests were scored by a single grader.  Participants received one point for each 

correct answer. For the short answer, problem-solving transfer questions, a list of all 

possible acceptable answers was compiled; answers not on this list were marked wrong.  

No partial credit was given.  Total possible points were as follows: six picture 

recognition, six text recognition, six picture comprehension, six text comprehension, 13 

scenario transfer, and five problem-solving transfer.  Confidence scores were input 

directly into Microsoft Excel as indicated by the participants and then formatted for 

SPSS.  All analyses were run using SPSS 16.0 for Windows.  Specific models used will 

be provided along with the results in the next chapter, but an overview of the analyses 

used is provided below. 

To test if there were differences among the test versions, two general linear model 

repeated measure tests were run with the dependent, within-subject variables picture 

recognition, text recognition, picture comprehension and text comprehension.  In the first 

analysis, the independent, between-subject variables were tests A and C compared to tests 

B and D.   This checked to see if there was an order effect for recognition and 

comprehension questions, since tests A and C had recognition questions first and tests B 

and D had comprehension questions first.  The second analysis used independent, cross-

subject variables tests A and B compared to tests C and D.  This checked to see if there 

was a modality effect, since tests A and B had the same questions in pictures and text 

format while tests C and D had the same questions in the opposite modality. 

Second, the success of participants’ randomization was checked.  The distribution 

of the categorical demographic variables (gender, whether their home county was 

 



105 
 

infested by the Emerald Ash Borer, and year in school) across study condition, study 

time, and test version was checked using a chi-square analysis.  The distribution of 

continuous demographic variables was checked using a series of one-way analysis of 

variance (ANOVA) tests.  Because of the large sample size, the central limit theorem was 

invoked to meet the assumption of normal distribution necessary for the ANOVA (Kirk, 

1995).  Dependent variables were familiarity with the Emerald Ash Borer, interest in the 

study material, visual-verbal learning style, and age.  The independent variables (run 

separately) were study condition, study time, and test version.  Any demographic 

variables that were not evenly distributed as a result of the randomization were used as an 

independent variable in a general linear model repeated measure to see if they influenced 

picture recognition, text recognition, picture comprehension, or text comprehension.  

Similarly, any demographic variables that were not evenly distributed were used as the 

independent variable in a general linear model to see if they influenced the transfer 

scores.  Any demographic variables shown to impact these test scores (p < .05) were 

included in the main analyses. 

Once all possible covariates were considered, the three sections of the experiment 

were analyzed.  For the main analyses, the general linear model repeated measures was 

run with picture recognition, text recognition, picture comprehension, and text 

comprehension as the dependent, repeated measures.  To assess the effects of study time, 

study condition and study time were included as independent variables with test version 

and demographic variables included as covariates as necessary.  To further analyze the 

impact of study condition, repeated measures were run at each study time.  Post-hoc 

planned comparisons using the general linear model were used to assess interactions.  

 



106 
 

Significance was declared at p < .05 and the Bonferroni adjustment was made for all 

post-hoc comparisons. 

As discussed previously, the second “section” of the experiment consisted of the 

two transfer tasks.  All participants received the same two transfer problems in the same 

order.  Transfer problems were analyzed separately from the recognition and 

comprehension questions using the general linear model.  Score was the dependent 

variable and study condition and study time were the independent variables.  Each type of 

transfer score was analyzed separately.  Demographic variables were included as 

covariates as necessary.  A model using study condition as the sole independent variable 

was run at each study time to further assess the impact of study condition within each 

study time.  Significance was declared at p < .05. 

Third, students’ self-reported confidence was analyzed.  Differences in self-

reported confidence among question types were assessed using similar models except that 

self-reported confidence replaced the test score.  For recognition and comprehension 

questions, a general linear model repeated measures was run with picture recognition 

confidence, text recognition confidence, picture comprehension confidence, and text 

comprehension confidence as the dependent, repeated measures.  Study condition (picture 

or text) and study time were included as independent variables.  Test version and 

demographic variables were included as covariates as necessary.  To further analyze the 

impact of study condition at each study time on the confidence scores, repeated measures 

were run for each study time.  Post-hoc planned comparisons using the general linear 

model were used to assess interactions.  Significance was declared at p < .05 and the 

Bonferroni adjustment was made for all post-hoc comparisons.   
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For transfer questions, confidence was analyzed using the general linear model.  

Self-reported confidence was input as the dependent variable with study condition and 

study time as the independent variables.  Demographic variables were included as 

covariates as necessary.  A model using study condition as the sole independent variable 

was run at each study time to further assess the impact of study condition within each 

study time.  Significance was declared at p < .05. 

This approach allowed for a direct comparison between actual test scores and 

confidence. Correlations were run between test scores and self-reported confidence for 

both the picture study condition and the text study condition.  Additionally, paired sample 

t-tests were used to identify differences between self-reported confidence scores and 

actual test scores.  Such analyses will show whether students had an accurate assessment 

of what they knew, whether certain study conditions and/or question types are more 

prone to guessing, or whether certain study conditions and/or question types promote 

overconfidence. 

 

Material Validation 

To validate the task-specific informational equivalence of the text and images 

used in the study, a matching test was administered at the time of the study.  Participants 

were drawn from the same pool as the participants used in the main study.  They also 

received extra credit in the same introductory statistics class.  Those who did not indicate 

English as their first language were removed from the analysis, leaving N = 17.  The 

matching test included every image and corresponding text statement that appeared in the 

study packets or on the tests.  The matching test was divided into four sections with 18-
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26 images and text statements in each section.  A copy of the matching test is available in 

Appendix H. 

The matching test was scored by a single grader.  Each question was entered into 

Excel so that the percentage of participants who correctly matched each image and text 

statement could be calculated.  
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CHAPTER 4: RESULTS 
 
 

 
The explanation of this study’s results begins with the material validation and an 

assessment of potential covariates to be included in the main analysis, including the 

different test versions used and the demographic variables.  The remainder of this chapter 

is then devoted to the key results of the study.  These key results have been organized 

according to the three main sections of the experiment as described at the beginning of 

the previous chapter.  Specifically, the first section of the experiment analyzed the first 

two levels of learning, recognition and comprehension.  The second section analyzed the 

two transfer tasks.  The third section analyzed the self-reported confidence of participants 

as they answered the different types of questions.  The hypotheses related to each of these 

sections are explained. 

While this chapter approaches the results as separate sections of the experiment in 

order to provide clarity to the models used and the individual results obtained, the 

importance of each of these results should also be considered in relationship to the 

primary research question, “As question complexity increases, will performance 

advantage switch from the picture study condition to the text study condition?”  The next 

chapter will take the key points of each of these sections and blend them into a 

comprehensive discussion of the overall findings of the study. 
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Material Validation 

During the material validation, participants were instructed to match the pictures 

and corresponding text used in the information packets and tests.  Overall, pictures and 

text were correctly matched 95% of the time, with 61% of participants correctly matching 

every picture and text phrase, lending support to the task-specific information 

equivalency of the images and text used.  The percentage of participants who correctly 

matched each picture with its corresponding text ranged from 71%-100%, with a median 

and mode of 100%.  As an extra validation step, a subset of tests from the main study 

were re-scored after removing any question containing a picture or text with less than 

80% correct matches from the validation phase.  Removing these images did not alter the 

results of the study, and so all questions were included in the final analyses.  Overall, 

results of the material validation suggest participants were able to identify the same 

information from the images and text used.  This lends support to the functional 

information equivalency of the pictures and text used.   

 In addition to the matching test, several statistical analyses were run on the 

materials used.  As detailed in the next section, the four test versions were collapsed into 

two versions, A&B vs. C&D, for analysis.  To statistically assess the reliability of these 

instruments, Cronbach’s Alpha was used (Santos, 1999). For tests A&B, Cronbach’s 

Alphas were .40 for recognition questions and .40 for comprehension questions.  For tests 

C&D, Cronbach’s Alphas were .51 for recognition questions and .52 for comprehension 

questions.   

 Cronbach’s Alphas were similarly low for the transfer tasks.  Since transfer 

questions were the same on every test version, reliability was computed across test 
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versions.  Cronbach’s Alpha was .37 for the scenario transfer questions and .27 for the 

problem solving transfer. 

 These results suggest that the instrument used was not consistently measuring the 

same underlying construct.  It is possible that this difference may be due to the different 

types of questions asked within each level of learning.  For example, some questions  

were number-based or required mathematical judgment (e.g., A city in Indiana has 200 

trees.  How many of them are likely Ash trees?) while other questions required 

participants to understand physical characteristics (e.g., Which of the following are traits 

of the tree which the Emerald Ash Borer attacks?)  Future research needs to determine if 

there are differences in the way students approached these questions.   

These instruments should be refined though future research to improve their 

reliability.  However, for the purposes of the present study, it should be noted that despite 

these low reliabilities (which would suggest increased variability in responses and 

therefore may be expected to reduce significance), significant results were still obtained. 

As shown in Table 3, there were weak but positive correlations between scores on 

the various question types and modalities (e.g., picture recognition questions, text 

recognition questions, picture comprehension questions, etc.).  Such correlations may be 

expected, since it would make sense for someone scoring higher on one type of question 

to likewise score higher on another type of question, hence the positive correlation.  At 

the same time, because the questions are assessing different levels of learning and/or 

employing a different modality, performance on one type of question could vary from 

performance on another type of question.  It is therefore understandable that the scores 

are not perfectly, or even highly, correlated. 



 
 

Table 3 

Correlations Among Test Question Types and Modalities. 

  Picture 

Recognition 

Text 

Recognition 

Picture 

Comprehension

Text 

Comprehension

Scenario 

Transfer 

Problem Solving 

Transfer 

Pearson Correlation 1.000 .141* .271** .338** .214** .124 Picture 

Recognition Sig. (2-tailed)  .043 .000 .000 .002 .076 

Pearson Correlation 1.000 .170*  .389** .389** .185**

Text  Recognition 
Sig. (2-tailed)  .015 .000 .000 .008 

Pearson Correlation 1.000 .255** .305** .294**
Picture 

Comprehension Sig. (2-tailed)  .000 .000 .000 

Pearson Correlation  1.000 .301** .227**
Text 

Comprehension Sig. (2-tailed)   .000 .001 

Pearson Correlation  1.000 .184**

Scenario 
Sig. (2-tailed)   .008 

Pearson Correlation  1.000 
Problem Solving 

Sig. (2-tailed)   

*Correlation is significant at p < .05 (2-tailed). 

**Correlation is significant at p < .01(2-tailed). 
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Test Versions 

To assess test effects, a repeated measure general linear model was run using 

question type and modality as the within-subject variable and test version as the 

independent variable.  As detailed in the materials and methods, tests A and C had the 

same order of questions using opposite modalities, but the reverse order of questions 

when compared to tests B and D.   

Tests A&C were compared to tests B&D to check for order effects using a 

repeated measure with picture recognition, text recognition, picture comprehension, and 

text comprehension as the dependent, repeated measure and test version (A&C vs. B&D) 

as the independent variable.  A significant difference would indicate that whether 

students answered recognition questions or comprehension questions first affected their 

scores.  No significant difference was found on picture recognition, text recognition, 

picture comprehension, or text comprehension scores for tests A&C versus tests B&D  

(p = .588).  This suggests the order of question types – whether recognition questions 

were first or whether comprehension questions were first – does not matter.  As a result, 

the four test versions were collapsed into two: A&B vs. C&D. 

To see if test versions could be collapsed further, tests A&B were compared to 

tests C&D to check for modality effects using a repeated measure with picture 

recognition, text recognition, picture comprehension, and text comprehension as the 

dependent, repeated measure and test version (A&B vs. C&D) as the independent 

variable; a significant difference would indicate that whether questions were asked in 

picture or text form affected their score.  There was no main effect when comparing tests 

A&B versus tests C&D (p = .838), which suggests that overall, students scored similarly 
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whether a question was in visual or verbal modality.  Interestingly however, a significant 

test x question modality interaction (p = .007) and a test x question type x question 

modality interaction (p = .002) was found. 

An examination of the means of the 2-way interaction showed that though the 

interaction was significant, post-hocs for each question type were not.  On tests A&B, 

participants scored numerically higher on the text questions than on the picture questions 

(72% vs. 70%; p = .386), while on tests C&D participants scored numerically higher on 

the picture questions than on the text questions (74% vs. 69%; p = .036, which after the 

Bonferroni adjustment would not be statistically significant at p < .05/2 = .025).  It is 

important to note the similarity in scores between the A&B text questions and the C&D 

picture questions (72% vs. 74%, p = .451) and the similarity in scores between A&B 

picture questions and C&D text questions (70% vs. 69%, p = .614).  These were the same 

questions given in different modalities, and their similarity supports the task-specific 

informational equivalence of the visual and verbal questions. 

The 3-way interaction shows that the 2-way test x question modality interaction is 

being driven almost exclusively by the recognition questions.  Test A&B scored  

numerically lower than test C&D for picture recognition questions (p = .046), but this is 

not statistically significant after the Bonferroni adjustment of p < .05/4 = .016.  Test 

A&B scored higher than test C&D for text recognition questions (p = .000).  

Alternatively, there was no difference between test version for picture comprehension  

(p = .425) or text comprehension (p = .395).  Mean test scores are shown in Table 4.  

Again, the similarity between the opposite modalities for the two test versions should be 
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noted.  These can be seen by looking at diagonal cells in Table 4, (e.g., picture 

recognition for test A&B and text recognition for test C&D, etc.). 

 

Table 4 

Recognition and Comprehension Test Scores (± SE) by Test Version 

Test 

Picture 
Recognition 

(%) 

Text 
Recognition 

(%) 

Picture 
Comprehension 

(%) 

Text 
Comprehension 

(%) 

A&B (N=101) 
82.84
±1.82

87.13*
±1.40 

57.83 
±1.81

57.43 
±2.19 

C&D (N=105) 
88.10
±1.87

78.41
     ±1.76

60.17
±2.38

60.00 
±2.07 

Note. The Bonferroni adjustment was made for these posthoc analyses.   

*Test version (A&B or C&D) was greater than other test version at p < .05/4 = .016 

 

These results suggest that the information in the text recognition questions on 

tests A&B and in the picture recognition questions on tests C&D (which were the same 

questions) was easier than the information in the remaining recognition questions.  This 

stresses the importance of using multiple test versions, since if only tests A&B had been 

used, there would have been a confounding factor with the questions in text format being 

easier than the questions in picture format.  Likewise, if only tests C&D had been used, 

there would have been a confounding factor with the questions in picture format being 

easier than the questions in text format.  By having both test versions, this confounding 

factor is being effectively controlled, as demonstrated by the non-significant main effect. 

There was also no main effect of the test versions with different modalities.  

However, since there was an interaction between test version and question modality, a 
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conservative approach was taken and the two test versions (A&B vs. C&D) were not 

collapsed any further.  They were included as a covariate in the main analyses.   

 

Demographics 

Categorical demographic variables (gender, year in school, and whether or not 

students lived in an Emerald Ash Borer infested county) were checked in a series of chi-

square analyses to see if they were evenly distributed across test versions, study time, and 

study condition.  Distribution of continuous demographic variables (self-reported 

familiarity, interest, age, and visual-verbal learning style rating) was checked in a series 

of ANOVAs using the demographic variable as the dependant variable and test version, 

study time, or study condition as separate independent variables. 

Gender, whether or not students lived in an Emerald Ash Borer infested county, 

year in school, self-reported familiarity, interest, and age were all evenly distributed 

across study condition, study time, and test version (all at p > .05).  Thus the participants’ 

random assignment to condition effectively controlled these demographic variables, and 

they were not included in the main analyses for recognition, comprehension, or transfer 

scores.1   

                                                 
1 To answer additional questions beyond those in the study, and to see if any of these demographic 
variables influenced test scores, a series of repeated measure analyses were run using the General Linear 
Model Repeated Measure in SPSS (Version 16.0).  There were no main effects from gender, whether or not 
students lived in an Emerald Ash Borer infested county, year in school, self-reported familiarity, or age.  
There was, however, an effect of interest, with those indicating greater interest in the material scoring 
higher across all question types (p = .000).  This agrees with previous research showing those with greater 
interest in the material tend to create stronger mental representation and perform better than those with less 
interest (e.g., Pavio and Steeves, 1967; Schiefele & Krapp, 1996).  This result emphasizes the importance 
of controlling for this variable experimentally as was done here.  Pragmatically, the influence of interest 
also indicates the importance of generating as much interest as possible within a learner. 
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Visual-verbal learning style as measured by the single question verbal-visual 

learning style rating (Mayer & Massa, 2003) was not effectively controlled by the 

randomization.  Although visual-verbal learning style was evenly distributed across test 

version and study time (both at p > .05), it was not evenly distributed across study 

condition.  Participants in the picture study condition indicated a higher visual preference 

than those in the text study condition (p = .000), although the means of both groups were 

above the median of the 7-point scale, indicating a slight visual preference overall (5.73 

for the picture study condition vs. 4.89 for the text study condition).  Because it was not 

evenly distributed across treatments, a repeated measure was run to see if visual-verbal 

learning style had an impact on test scores for the picture recognition, text recognition, 

picture comprehension, and text comprehension questions.  No main effect was observed 

(p = .252), but a question modality x visual-verbal learning style interaction (p = .048) 

and a questions type x question modality x visual-verbal learning style interaction  

(p = .019) were observed.   

To better understand these complex interactions, visual-verbal learning style was 

recoded into a 3-point ordinal scale with one being more verbal than visual, 2 being 

equally verbal and visual, and 3 being more visual than verbal.  With this recoding, the 

question modality x visual-verbal learning style interaction disappeared (p = .322) while 

the 3-way interaction remained (p = .003).  There was also a trend (p = .068) towards a 

main effect with increasing visual preference resulting in higher scores. 

An investigation of the 3-way interaction is illustrated in Figure 2.  Recognition 

scores were higher than comprehension scores.  A univariate analysis using the general 

linear model investigated the interactions at each question type.  For the comprehension 
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questions, there was no question modality x visual-verbal learning style interaction  

(p = .612), although there is a trend towards more visual students scoring higher than 

more verbal students overall (p = .062).  
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Figure 2.  Impact of Visual-Verbal Learning Style on Test Scores. 

 

For the recognition questions, there is a significant visual-verbal learning style x 

question modality interaction (p = .004).  One way ANOVAs using Bonferroni’s 

adjustment of significance (.05/3 = .017) showed that the students indicating a verbal 

preference scored equally well on picture and text recognition questions (p = .902). 
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Students indicating an equal preference for visual and verbal learning style scored higher 

on text recognition questions than picture recognition question (p = .015).  Students 

indicating a stronger visual learning style scored higher on picture recognition questions 

than on text recognition questions (p = .004).  

The effect of visual-verbal learning style was also assessed for the transfer 

problems.  A general linear model univariate analysis was run to see if the difference in 

visual-verbal learning style had an impact on transfer scores.  Visual-verbal learning style 

did not impact test scores for either the scenario transfer questions (p = .893), or the 

problem solving transfer questions (p = .538).  Thus, even though visual-verbal learning 

style was unevenly distributed across study conditions, this variable did not impact 

transfer scores.  

Because randomization did not evenly distribute visual-verbal learning style 

across study conditions, and because visual-verbal learning style was shown to interact 

with question modality and question type, visual-verbal learning style was included as a 

covariate in the recognition and comprehension analyses.  Because visual-verbal learning 

style was shown to have no impact on the scenario or problem solving transfer questions, 

it was excluded from the transfer question analyses. 

 

Section 1 Results: Recognition & Comprehension 

The Model 

The main model used to assess recognition and comprehension questions 

followed a split plot design and was run as a general linear model repeated measure in 

SPSS 16.0 for Windows.  The repeated measures were the scores on picture recognition, 
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text recognition, picture comprehension, and text comprehension questions.  Question 

type (recognition or comprehension) and question modality (picture or text) were within-

subjects variables.  Study condition (picture or text) and study time (1, 2, or 4 minutes) 

were between-subjects variables.  Test version (A&B or C&D) and visual-verbal learning 

style rating (1-7) were input as covariates.  The Bonferroni adjustment was made for all 

post-hoc analyses. 

 

Study Condition, Question Type, and Question Modality Results 

As hypothesized (H1), there was a main effect of question type, with participants 

scoring higher on recognition questions than on comprehension questions (84.1% vs. 

58.8%; p = .000).  

There was no main effect of study condition across all questions and all times  

(p = .207).  However, as predicted by the second hypothesis, there was a 2-way 

interaction of study condition x question type that demonstrated the picture superiority 

effect for recognition questions. Participants who studied pictures scored higher on 

recognition questions than those who studied text (87.0% picture study vs. 81.2% text 

study; p = .001). For comprehension questions, there was no difference between study 

conditions (58.3% picture study vs. 59.3% text study; p = .672). 

Furthermore, there was a 3-way interaction between study condition, question 

type, and question modality (p = .000).  As predicted by the first half of hypothesis 5, 

there was a modality interaction effect seen for recognition questions.  Those who studied 

pictures scored higher on picture questions than those who studied text (95.5% for picture 

study vs. 75.3% for text study; p = .000) and those who studied text scored higher on text 
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questions than those who studied pictures (86.9% for text study vs. 78.5% for picture 

study; p = .000).  Another way to look at this is to consider the average scores for the 

same modality, whether picture study – picture questions or text study – text questions 

compared to if a modality transfer took place.  For the same modality, participants 

averaged 91.2%, compared to 76.9% for those requiring a modality transfer.  In other 

words, when participants answered questions in the same modality as their study 

materials, they scored nearly 15 percentage points higher than if a modality transfer 

occurred. This interaction is presented in the top half of Figure 3. 
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Figure 3.  Interaction of study condition with question modality and question type (all 

study times combined). Points with different letters differ at p < .001. 

 

Interestingly, neither the modality interaction effect nor the picture superiority 

effect was seen for comprehension questions.  For comprehension questions, all scores 
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were very close (58.2% picture study-picture test, 58.7% picture study-text test, 59.8% 

text study-picture test, 58.8% text study-text test).  While those who studied text scored 

numerically higher than those who studied pictures regardless of question modality, this 

difference was not significant (p = .673).  This goes against the expected hypothesis (H3) 

which predicted a significant difference between study conditions for comprehension 

questions.  It also goes against the second half of hypothesis 5 which predicted a modality 

interaction effect for comprehension. These results are illustrated in the bottom half of 

Figure 3. 

 

Impact of Study Time 

As anticipated by hypothesis 6, there was a main effect of study time for 

recognition and comprehension, with overall test scores increasing as study time 

increased (p = .000). There was also a question type x study time interaction (p = .015) 

which is illustrated in Figure 4.  Scores on recognition questions increased both from the 

1- to 2-minute study times (p = .000) and from the 2- to 4-minute study times (p = .001).  

For comprehension questions, there were no differences in scores between 1- or 2-minute 

study times (p = 1.00), but there was a sudden increase in scores at the 4-minute study 

time (p = .002).   
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Figure 4.  The effect of study time on test score by question type. Scores within question 

type with different letters differed at p < .01. 

 

Histograms showed the comprehension scores were normally distributed at all 

three study times.  Recognition scores were normally distributed at 1- and 2-minute study 

times, but might have experienced a slight ceiling effect at 4 minutes.  However, since the 

recognition scores were shown to increase significantly from the 2- to 4-minute study 

time, it does not appear that this possible ceiling effect impacted the results.  If anything, 

removal of the ceiling effect would make the score increase from the 2- to 4-minute study 

time even greater.  Furthermore, when the analysis on study time was re-rerun excluding 

the 4-minute data, the question type x study time interaction remained (p = .012). 

There was also a trend towards a study condition x study time interaction  

(p = .066).  This trend was further elucidated when the repeated measures model was run 

at each time period, as described in the following sections. 
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Results by Study Time 

Results at each study time are summarized in Table 5.  The model used was the 

same as that used in the overall analysis except that study time was not included as an 

independent variable and only data for the specified study time was included.  

Specifically, recognition and comprehension questions were analyzed using the repeated 

measure general linear model with question type and question modality as the repeated 

measures and study condition as the independent variable.  Test version (A&B vs. C&D) 

and visual-verbal learning style were included as covariates. 
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Table 5 

Test Scores (%) ± SE at Each Study Time by Question Type and Modality 

Study Time & Condition 

1 Min 2 Min 4 Min 

Question Type & 
Modality 

Picture 

N=27 

Text 

N = 30 

Picture 

N = 38 

Text 

N = 36 

Picture 

N = 39 

Text 

N = 36 

Picture 

Questions 
92.59**

±1.85 

63.33

±4.18

95.18**

 ±1.88 

76.85

±2.99

97.86** 

 ±0.90 

83.80

±2.78

R
ec

og
ni

tio
n 

Text 

Questions 
69.14

±3.64

75.00

±2.62

77.63

±2.54

87.04*

    ±2.40 

85.90 

±2.33 

96.76**

 ±1.30 

Picture 

Questions 
58.02

±3.92

52.78

±4.73

57.02

±2.86

58.33

±4.17

59.40 

±3.05 

67.13

±3.35

C
om

pr
eh

en
si

on
 

Text 

Questions 
56.17

±4.46

51.67

±3.42

53.51

±3.45

56.02

±4.26

65.38 

±2.76 

67.59

±3.25

Scenario 

Questions 
46.15

±2.62

51.79

±2.48

56.88

±2.30

59.40

±2.36

58.19 

±2.05 

64.74*

   ±2.13 

Tr
an

sf
er

 

Problem 

Solving 
39.26

±4.38

43.33

±4.15

41.58

±3.38

45.56

±3.47

51.28 

±3.57 

45.56

±3.72

Note.  Within question type and modality, score is higher than the other study condition at  

*p < .05 or **p < .001 

 

At One Minute 

At the 1-minute study time, a main effect of study condition emerged with the 

picture study condition scoring higher overall than the text study condition (69.3% vs. 
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60.4%; p = .016).  This agrees with the first half of hypothesis 8, which predicted the 

picture study condition would outperform the text study condition at shorter study times. 

There was no interaction between study condition and question type, suggesting 

that this overall picture superiority effect applies to both recognition and comprehension.  

However, a 3-way interaction of study condition x question type x question modality 

showed that this overall picture superiority effect was being driven primarily by the 

recognition picture questions.   

For recognition picture questions, those who studied pictures scored higher than 

those who studied text (p = .000).  For recognition text questions, there was no difference 

between those who studied pictures and those who studied text (p = .190).  Likewise, for 

comprehension picture questions and comprehension text questions, there was no 

difference between those who studied pictures and those who studied text, although 

pictures were numerically higher (all at p > .400).   As in the overall analysis, scores were 

higher on recognition questions than on comprehension questions (p = .010). 

 

At Two Minutes   

The overall picture superiority effect seen at the 1-minute study time disappeared 

at the 2-minute study time; there was no main effect of study condition (p = .852).  As 

predicted by the second half of hypothesis 8, the picture study condition did not 

outperform the text study condition at this longer study time. 

A 3-way interaction of study condition x question type x question modality  

(p = .004) demonstrated a modality interaction effect for recognition questions whereby 

scores were highest when the modality of the study condition matched the modality of the 
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questions. For picture recognition questions, those who studied pictures scored higher 

than those who studied text (95.1% picture study vs. 76.8% text study, p = .000).  For 

text recognition questions, those who studied text scored higher than those who studied 

pictures (87.0% text study vs. 77.7% picture study, p = .009).   

This modality interaction effect disappeared for comprehension questions.  For 

comprehension picture questions, there was no difference between those who studied 

pictures and those who studied text (57.0% picture study vs. 58.3% text study; p = .796).  

Likewise, for comprehension text questions, there was no difference between those who 

studied pictures and those who studied text (53.5% picture study vs. 56.0% text study;  

p = .647). 

Interestingly, a study condition x question type interaction was seen (p = .016) 

suggesting those who studied pictures scored higher on recognition questions than those 

who studied text, while those who studied text scored higher on comprehension questions 

than those who studied pictures.  This interaction replicates the finding for the overall 

analysis.  However, the post-hocs on this interaction looked for study condition effects 

for recognition questions and for comprehension questions and both were non-significant 

(both at p > .100).  Thus, while the interaction was significant, effects within each 

question type were not.   

As expected, scores on recognition questions were higher than scores on 

comprehension questions (p = .000).  This agrees with both the overall analysis and the 

results at the 1-minute study time. 
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At Four Minutes   

As in the 2-minute study time, there was no main effect of study condition  

(p = .380).  This confirms the results predicted by the second half of hypothesis 8, which 

stated that the picture study condition would not outperform the text study condition for 

the longer study times. 

Like the results seen for the 2-minute study time, there was a 3-way interaction 

between study condition, question type, and question modality for the 4-minute study 

time (p = .000).  This 3-way interaction again demonstrated a modality interaction effect 

for recognition questions. For recognition picture questions, those who studied pictures 

scored higher than those who studied text (97.8% picture study vs. 83.8% text study;  

p = .000).  For recognition text questions, those who studied text scored higher than those 

who studied pictures (96.8% text study vs. 85.8% picture study; p = .000).  Thus, the 

overall picture superiority effect for recognition seen at the 1-minute study time has been 

replaced by a modality interaction effect at the longer study times. 

This modality interaction effect disappeared for comprehension questions.  

Although those who studied text scored numerically higher than those who studied 

pictures for both comprehension picture questions (67.2% text study condition vs. 59.3% 

picture study condition; p = .092) and comprehension text questions (67.7% text study 

vs. 65.3% picture study, p = .605) this difference was not significant.  

Also similar to the 2-minute study time and the overall analysis, there was a study 

condition x question type interaction (p = .016).  The picture study condition scored 

numerically higher on recognition questions than the text study condition (91.8% vs. 

90.3%) while the text study condition scored numerically higher on comprehension 

 



 129

questions than the picture study condition (67.3 vs. 62.3).  These scores were similar, 

however, and the posthocs on the interaction were not significant (all at p >.100).   

Again, scores were higher on recognition questions than on comprehension 

questions (p = .000).  This replicates results seen overall as well as for the 1- and 2- 

minute study times. 

 

Section 2 Results: Transfer 

The Model 

Because they were not part of the repeated measures design, transfer scores were 

analyzed separately from recognition and comprehension,.  For each type of transfer task 

(scenario transfer and problem solving transfer) analysis was done using the general 

linear model univariate procedure with test score as the dependent variable and study 

condition (picture or text) and study time (1, 2, or 4 minutes) as the independent 

variables.  No covariates were needed. The Bonferroni adjustment was made for all post-

hoc analyses. 

 

Transfer Questions Results 

As predicted by the fourth hypothesis, there was a main effect of study condition 

for the scenario transfer questions (p = .011).  Students who studied text scored higher 

than students who studied pictures (58.6% text study condition vs. 53.7% picture study 

condition).  This difference was driven primarily by the test scores at the 4-minute study 

time (Figure 5).  While the text study condition scored numerically higher than the 

picture study condition at each study time, this difference was greatest and statistically 
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significant at the 4-minute study time (64.7% for text study condition vs. 58.2% for 

picture study condition; p = .03). There was no study condition by study time interaction 

(p = .640). 
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Figure 5.  Scenario transfer scores across study times. 

 

For the problem solving transfer questions, there was no difference in test scores 

between the picture study condition and text study condition (44.0% picture study vs. 

44.8% text study; p = .802).  These results are in contrast to the predictions made by the 

fourth hypothesis. Thus, hypothesis four was supported for the scenario transfer but not 

for the problem-solving transfer.  Possible explanations for this are discussed in the next 

chapter. 
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Impact of Study Time 

As predicted by hypothesis 7, there was a main effect of study time for the 

scenario transfer questions.  As shown in Figure 4, scores increased from the 1- to 2-

minute study times (49.0% vs. 58.1%; p = .000), but there was no further increase in 

score moving from the 2- to 4-minute study times (58.1% vs. 61.4%; p = .407).  For the 

problem solving questions, there was no effect of study time (p = .158) and no study 

condition by study time interaction (p = .310).  Possible reasons for this are explored in 

the next chapter.  Thus, hypothesis 7 was supported for the scenario transfer task but not 

for the problem-solving transfer task. 

To further understand the impact of study time, each transfer task was further 

analyzed using the general linear model univariate procedure using the data from each 

study time.  Transfer score (scenario or problem solving) was the dependent variable and 

study condition was the independent variable. Results for each study time are shown in 

Table 5. 

 

At One Minute   

For the transfer questions, there was no difference between study conditions at the 

1-minute study time.  This was true for both the scenario transfer task  

(p = .124) and the problem solving transfer task (p = .502).  Thus, hypothesis 9 was 

supported, which predicted that the picture advantage seen for recognition questions at 

the shorter study times would not be present for the transfer tasks. 
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At Two Minutes   

As with the 1-minute study time, there was no difference between study 

conditions for the transfer tasks for the 2-minute study time.  This was true for both the 

scenario transfer (p = .447) and the problem solving transfer (p = .675). 

 

At Four Minutes   

As in the overall analysis, the text study condition outperformed the picture study 

condition on the scenario transfer task (p = .030) for the 4-minute study time.  There was 

no difference between conditions for the problem solving transfer task (p = .270) at four 

minutes. 

 

Section 3 Results: Confidence Scores 

The Model 

Before analyzing participants’ self-reported confidence in their answers, possible 

confounding effects of test version and demographic variables were assessed.  Because 

most demographic variables were shown to be evenly distributed across treatments (see 

above section on tests and demographics), only the test versions and visual-verbal 

learning style were considered as possible covariates.  A repeated measure general linear 

model was run with picture recognition confidence, text recognition confidence, picture 

comprehension confidence, and text comprehension confidence as the dependent repeated 

measures.  Test version or ranking on the verbal-visual Likert scale were the independent 

variables. 
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Similar to the results seen using test scores as the dependent variable, test version 

was shown to have no main effect (p = .484), but to be part of a 3-way question type x 

question modality x test version interaction (p = .000).  As a result, test version was 

included as a covariate in the confidence scores analysis.  Visual-Verbal learning style 

had a trend towards a main effect (p = .074) and also had a 3-way question type x 

question modality x visual-verbal learning style interaction (p = .004).  Thus, visual-

verbal learning style was also included as a covariate in the confidence scores analysis. 

 

Confidence Rating Results for Recognition and Comprehension 

As predicted by hypothesis 10, participants indicated a greater confidence for 

recognition questions than for comprehension questions (4.0 vs. 3.5; p = .000).   

Overall, there was a main effect of study time (p = .001) as well as a study time x 

question type interaction (p = .000).  For recognition questions, confidence increased 

both from 1 to 2 minutes (3.5 vs. 4.1; p = .000) and from 2 to 4 minutes (4.1 vs. 4.4;  

p = .001).  For comprehension questions, confidence increased from 1 to 2 minutes (3.2 

vs. 3.6; p = .000) but not from 2 minutes to 4 minutes (3.6 vs. 3.7;  p = .575). 

There was also a main effect of study condition, with those studying pictures 

declaring a greater confidence in their answers than those studying text (p = .001).  This 

was true for both recognition (p = .000) and comprehension (p = .02) questions.  

A 3-way interaction between study condition, question type, and question 

modality also emerged.  For picture recognition questions, those who studied pictures 

expressed more confidence than those who studied text (4.6 vs. 3.7; p = .000) while for 

text recognition questions, those who studied pictures and those who studied text 
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expressed nearly identical confidence (3.95 vs. 3.98; p = .790).  Similarly, for picture 

comprehension questions, those who studied pictures expressed more confidence than 

those who studied text (3.7 vs. 3.4; p = .005) while for text comprehension questions 

there was no difference in confidence between those who studied pictures and those who 

studied text (3.43 vs. 3.38; p = .653).  Taken together, these numbers reflect a 2-way 

study condition x question modality interaction that was also seen, where those who 

studied pictures expressed greater confidence in picture questions than did those who 

studied text (4.2 vs. 3.5; p = .000).  Alternatively, for text questions, there was no 

difference between those who studied pictures and those who studied text (3.71 vs. 3.69; 

p = .844).  These results partially support hypothesis 11; a modality interaction effect was 

seen for pictures but not for text. 

 

Confidence at the 1-Minute Study Time   

At the 1-minute study time, the main effect of question type remained, with 

recognition questions being answered with higher confidence than comprehension 

questions (3.6 vs. 3.2; p = .011).  There was also a main effect of study condition, with 

those who studied pictures indicating greater confidence across all questions than those 

who studied text (3.6 vs. 3.1; p = .003).  This was true for both recognition questions  

(p = .000) and comprehension questions (p = .016) 

A 3-way interaction between study condition, question type, and question 

modality was also present. For picture recognition questions, those who studied pictures 

expressed more confidence than those who studied text (4.4 vs. 3.1; p = .000) while for 

text recognition questions, those who studied pictures and those who studied text 
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expressed similar confidence (3.5 vs. 3.3; p = .387).  For picture comprehension 

questions, those who studied pictures numerically indicated more confidence than those 

who studied text (3.6 vs. 3.1; p = .017), but once the Bonferroni adjustment is made at 

.05/4 = .0125, this comparison is not significant.  For text comprehension questions, there 

was no difference in confidence between those who studied pictures and those who 

studied text (3.2 vs. 3.0; p = .339).  Taken together, these numbers reflect a 2-way 

modality by study condition interaction that was also seen, where those who studied 

pictures expressed greater confidence in picture questions than did those who studied text 

(4.0 vs. 3.1; p = .000).  Alternatively, for text questions, there was no difference between 

those who studied pictures and those who studied text (3.4 vs. 3.3; p = .180). 

 

Confidence at the 2-Minute Study Time   

At the 2-minute study time, as in the 1- minute and overall analysis, there was a 

main effect of question type, with participants indicating greater confidence on 

recognition questions than on comprehension questions (4.1 vs. 3.6; p = .003).  The main 

effect of study condition disappeared, with those studying pictures expressing similar 

confidence as those studying text (3.88 vs. 3.76; p = .546).  However, there emerged a 

study condition x question type interaction (p = .023).  Post hoc analysis indicated those 

who studied pictures expressed greater confidence on recognition questions than those 

who studied text (4.3 vs. 3.9; p = .015).  There was no difference between study 

conditions for comprehension questions (3.6 vs. 3.5; p = .602). 

There was also a study condition x question modality interaction (p = .000).  For 

picture questions, those who studied pictures indicated greater confidence than those who 
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studied text (4.2 vs. 3.6; p = .000) while for text questions there was no difference 

between study conditions (3.7 picture vs. 3.8 text; p = .562).  These 2-way interactions 

are further elucidated by a 3-way interaction between study condition, question type, and 

question modality (p = .002).  For picture recognition questions, those studying pictures 

indicated greater confidence than those studying text (4.6 vs. 3.7; p = .000).  For text 

recognition questions, picture comprehension questions, and text comprehension 

questions, there was no difference between study conditions (all at p > .1).  Thus, the 

study condition x question modality interaction and the study condition x question type 

interaction are being primarily driven by differences on picture recognition questions. 

 

Confidence at the 4-Minute Study Time   

At the 4-minute study time, question type was again significant, with participants 

indicating greater confidence for recognition questions than for comprehension questions 

(4.4 vs. 3.7; p = .03).  Study condition was marginally statistically significant at p = .051; 

those studying pictures indicated greater confidence than those studying text (4.1 vs. 3.9).  

This was especially true for recognition questions (4.6 vs. 4.2; p = .000) and less so for 

comprehension questions (3.7 vs. 3.6;  

p = .322).  Those studying pictures also indicated greater confidence on picture questions 

than did those studying text (4.3 vs. 3.9; p = .000), while there was no difference between 

study conditions for text questions (p = .385). 

Similar to the 2-minute study time, there was a 3-way interaction between study 

condition, question type, and question modality (p = .000).  For picture recognition 

questions, those studying pictures indicated greater confidence than those studying text 
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(4.9 vs. 4.1; p = .000).  There was no difference between study conditions for text 

recognition questions, picture comprehension questions, and text comprehension 

questions (all at p > .1).  This again suggests that the study condition x question modality 

interaction and the study condition x question type interaction were being primarily 

driven by differences on picture recognition questions. 

 

Confidence Rating Results for Scenario Transfer 

A univariate analysis using the general linear model showed the demographic 

variable visual-verbal learning style had no impact on confidence scores for the scenario 

transfer questions (p = .206).  Thus, this variable was excluded from the model.  To 

assess if study condition had any impact on confidence for the scenario transfer question, 

a univariate analysis using the general linear model was run.  Confidence score was the 

dependent variable, while study condition and time were input as fixed factors. 

Confidence on the scenario transfer questions increased from the 1-minute study 

time to the 2-minute study time (3.4 to 3.8; p = .018).  There was no change in 

confidence from the 2-minute study time to the 4-minute study time (3.8 to 3.9; p = 1.0).  

There was no difference in confidence between study conditions either overall (3.72 for 

picture study vs. 3.67 for text study; p = .636) or at each time period (all at p > .6) 

 

Examination of Research Question Two 

The second research question asked “For each level of learning, does the pattern 

of confidence ratings in each study condition follow the same pattern as the test scores?”  

A comparison of confidence ratings to actual scores provides some interesting findings.  
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Averaged across all study times, both the confidence ratings and actual test scores show 

an advantage for recognition questions compared to comprehension questions.  Slight 

differences emerge, however, when the study conditions are considered.  While test 

scores showed a picture advantage for recognition questions, confidence ratings showed a 

picture advantage for both recognition and comprehension.   

Also, the modality interaction effect seen for recognition test scores, where those 

who studied pictures scored higher on picture recognition questions and those who 

studied text scored higher on text recognition questions, was only partially reflected by 

confidence ratings. For the confidence ratings, those who studied pictures expressed more 

confidence than those who studied text for the picture recognition questions, but there 

was no difference in confidence rating for the text recognition questions.  Overall, then, 

those who studied pictures indicated greater confidence for recognition questions than 

what the actual test scores reflected. 

Furthermore, at the level of comprehension, neither a picture superiority effect 

nor a modality interaction effect was indicated by actual test scores.  However, 

participants’ self-reported confidence indicated greater confidence for the picture study 

condition than for the text study condition.  There was also a partial modality interaction 

effect seen in the confidence ratings; for picture comprehension questions, those who 

studied pictures expressed more confidence than those who studied text while for text 

comprehension questions there was no difference in confidence between those who 

studied pictures and those who studied text.  This partial modality interaction effect was 

not seen in actual test scores. 
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At the level of transfer, there were also differences between the confidence rating 

and what actual test scores showed.  The text study condition scored higher than the 

picture study condition for the scenario transfer task averaged across all study times and 

at the 4-minute study time.  However, there was no difference in confidence between 

study conditions either overall or at any time period. 

Taken together, these results suggest there are differences between the pattern of 

confidence ratings and the pattern of actual test scores at each level of learning.  Further 

discussion is provided in the next chapter. 

 

Confidence – Test Score Correlations 

The pattern of results described above suggests difference between confidence 

ratings and actual test scores.  To mathematically assess how well participants’ self-

reported confidence aligned with their actual test scores, correlations were run for both 

the picture study condition and the text study condition.  Paired sample t-tests were used 

to identify differences between self-reported confidence scores and actual test scores.  

Results are summarized in Table 6. 

Interestingly, those in the text study condition had significantly lower confidence 

in their text recognition responses than their actual test score (p < .001) while there was 

no difference between their confidence and test score for the picture recognition 

questions (p = .165).  Likewise, participants in the picture study condition had a lower 

confidence in their picture recognition responses than their actual test score (p = .023) 

while there was no difference between their confidence and test score for text recognition 

question (p = .756).  Both study conditions had significantly higher confidence than test 
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scores for picture comprehension, text comprehension, and the transfer scenario (all at  

p < .001). 

 

Table 6 

Correlations Between Test Scores and Self-Reported Confidence (± SE) by Question Type 

 Text Study Condition (N = 102) Picture Study Condition (N = 104) 

Question Type 

Mean 

Score 

Mean 

Confidence 
Correlation 

Mean 

Score 

Mean 

Confidence 
Correlation 

Picture 

Recognition 

75.33 

±2.05 

73.01 

±1.60 
0.612**

95.51 

±0.92

92.51* 

±1.27 
0.322**

Text 

Recognition 

86.93 

±1.50 

79.64** 

±1.69 
0.655**

78.53 

±1.70

79.03 

±1.55 
0.503**

Picture 

Comprehension 

59.81 

±2.39 

68.93** 

±1.51 
0.591**

58.17 

±1.84

74.78** 

±1.42 
0.103    

Text 

Comprehension 

58.82 

±2.22 

67.76** 

±1.38 
0.400**

58.65 

±2.05

68.69** 

±1.53 
0.400**

Transfer 

Scenario 

59.05 

±1.60 

73.76* 

±1.62 
0.342**

54.59 

±1.20

74.90** 

±1.21 
0.218 * 

Note. Confidence differed from test score or correlation was significant at *p < .05; **p < .001  

 

In general, correlations were weaker for the picture study condition than for the 

text study condition.  No correlation was found for participants in the picture study 

condition for picture comprehension questions (p = .296).  Alternatively, positive 

correlations were found for every question type for participants in the text study 

condition.  A one-tailed t-test comparing the correlations for the different questions 

showed that correlations for the text study condition were significantly higher than those 

in the picture study condition (p = .03).  Thus, in response to the third research question, 

there is indeed a difference in correlation between confidence and actual test scores, with 
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those in the text study condition having a stronger correlation between their confidence 

and actual test scores.  Alternatively, those in the picture study condition indicated 

greater confidence in their answers than what their actual test scores warrant.  Further 

discussion of these results is provided in the next chapter.   
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CHAPTER 5: DISCUSSION 
 
 
 

One of the unique aspects of this study was the incorporation of several data 

layers within a single experimental design.  This was made possible by the split-plot 

design that included both within-subject and between-subject variables.  This design 

allowed for comparisons across study times, across learning levels, and across modality 

while accounting for related factors, such as learning style.  The addition of the transfer 

tasks as a separate analysis expanded the study across three levels of learning.  And, the 

self reported confidence of participants as they answered the different question types 

provides interesting insight into the differential processing of pictures and text.   

The preceding chapter shared results from the many aspects of this study. Here, 

the placement of these results within existing literature is explored.  Even considered 

separately, each individual result is interesting and could spawn its own follow-up studies 

(some ideas of which are provided here).  However, it should be remembered from the 

introduction that the complexity of the design used was chosen for its ability to address a 

particular overarching question: As question complexity increases, does performance 

advantage switch from the picture study condition to the text study condition?   

While the various facets of this study are important in their own right (e.g., the 

impact of learning style) and are included here for the interested reader, discussion will 

culminate by returning to this key question.  The individual results of this study, when 
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taken together, provide some interesting insight into the role of pictures vs. text in 

learning.  Thus, the following sections provide a brief discussion of the various layers of 

the study – from the validation of materials through the use of self-reported confidence 

scores.  Throughout this discussion, it should be remembered that these points lead to the 

final conclusion of the study: As question complexity increases, performance advantage 

does indeed switch from the picture study condition to the text study condition. 

 

Material Validation 

One of the most critical confounding factors to control when investigating visual 

vs. verbal learning is the task-specific informational equivalence of the visual and verbal 

materials used (e.g., Finnegan, 2006; Standing & Smith, 1975; Schnotz, 2002; Zillman et 

al., 1999).  Failure to achieve this equivalency makes it difficult to assess whether 

differences seen are the result of the different modality or the result of different 

information provided to each treatment.  Such an impact could undermine the results of 

the study; thus, this is not a topic to take lightly.   

This study utilized a 3-pronged approach to material validation, including 

validation of the materials though a matching exercise, experimental control through the 

design of the materials, and statistical control through inclusion of necessary covariates.  

Results indicate task-specific informational equivalence was achieved.   

According to Schnotz (2002), task-specific equivalence is achieved when 

individuals can use the information presented in picture or in text modality to answer the 

same questions.  Previous picture and text research has typically controlled the 

equivalence of picture and text materials in one of two ways.  Some studies had two 
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independent observers view the pictures and create the equivalent text statements, 

evolving a consensus version if necessary (e.g., Standing & Smith, 1975).  Others have 

used picture and text combinations already in existence, such as from encyclopedia 

entries (e.g., Mayer, 1997).  Such previous research, however, has not reported empirical 

support for how their participants actually viewed the materials.  The present study 

sought to provide empirical support for the information equivalence by having 

individuals match picture and text statements.  This matching exercise, it was thought, 

would show whether participants were identifying the same information in the picture 

and in the text, since the similarities would have to be noticed before participants could 

make the appropriate match. 

During the material validation phase of the study, participants drawn from the 

same pool as the main study correctly matched the equivalent pictures and text an 

average of 95% of the time, suggesting they recognized the same information whether it 

was presented in picture or text form.  This supports the task-specific informational 

equivalence of the two modalities. 

Experimental control was established by the creation of different test versions, 

which allowed the same question to be asked in both visual and verbal modality.  The 

effectiveness of this control was demonstrated by the lack of a test version main effect.  

Further statistical control was achieved by including test version as a covariate in the 

models, which acted as an extra precaution against the question type x question modality 

x test interaction. 

Taken together, these validations suggest that the study’s results may be attributed 

to a modality impact rather than any differences in information that was presented.  These 
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results also suggest some important safeguards that may be used when designing this type 

of research: (1) use black and white as opposed to color images to prevent unequivocal 

cognitive load (Meyers-Levy & Peracchio, 1995); (2) choose images that minimize 

irrelevant details, since extraneous information has been shown to reduce learning 

(Mayer et al., 2001; Mayer et al., 1996); (3) highlight the saliency of image details with 

circles or arrows and use appropriate graphing techniques that minimize viewer 

confusion (Shah & Hoeffner, 2002); (4) identify the image first and then create the text.  

This allows for a more precise description of the image; (5) test materials with 

individuals draw from the same pool as the main study participants by having them match 

the informationally equivalent text and pictures; eliminate any pairs which participants 

frequently mis-match; (6) create different test versions so that the same question is asked 

in both picture and text form.  This ensures that all the questions in one modality aren’t 

“easier” to answer. 

 

Impact of Learning Style 

The impact of learning style was investigated to determine if learning style 

needed to be included as a covariate in the study’s models.  Since learning style was not a 

major variable under investigation in this study, the discussion here must be held within 

constraint of this fact.  It is intended, however, that a discussion of the available learning 

style findings will allow the interested reader to utilize this information as a whiteboard 

for investigative ideas.   

For recognition questions, students who indicated a preference for visual learning 

scored higher on picture recognition questions than on text recognition questions.  It may 
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be recalled that the learning style measure used in this study measures an individual’s 

“cognitive style,” or the way in which they process information (Mayer & Massa, 2003).  

It follows logically, then, that students with a visual cognitive style will process 

information visually and, thus, would have an easier time encoding visual material.  This 

also agrees with previous work.  A positive correlation has been shown between visual 

learning preference and recall of material that includes pictures (Chatterton, 2006).   

It should be noted that some work has shown no difference in recall when 

students indicating high visual preference learn from text with photos versus plain text 

(Mendelson & Thorson, 2004).  Direct comparisons with this study are difficult, 

however, because of differences in learning style measures.  While the present study 

placed verbal and visual learning at opposite ends of the same continuum, Mendelson and 

Thorson (2004) did not – effectively creating nine categories of visual-verbal learning 

style compared to this study’s three categories.  More detailed analysis of learning style 

was outside the scope of this study. 

Still, the implications of a learning style impact on memory merits some attention.  

The result that students indicating a visual learning style preference scored better on 

picture questions than on text questions suggests that the types of assessments used can 

impact results.  In fact, these students scored more than five percentage points higher 

(88.0% vs. 82.1%) when the questions were in picture form rather than in text form.  The 

existence of this scoring discrepancy becomes even more important when one considers 

that most students in the study (72%) indicated a visual preference.  This proportion of 

visual learners suggests that any interaction between learning style and question modality 

will impact more than an occasional student.  While care needs to be taken not to 
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generalize this finding beyond the experimental population, this does agree with previous 

reports that suggest the majority of the population are visual learners (Barbe & Milone, 

1980; Reiff, 1992; Silverman, 2002).  Thus, whether an assessment is in visual or verbal 

modality could potentially impact a majority of test takers.  Future research may wish to 

examine this possibility. 

Taken together, the preceding discussion suggests the existence of a learning style 

x question modality interaction for recognition memory.  For the present study, this 

conclusion resulted in the inclusion of learning style as a covariate so that the hypotheses 

put forth could be investigated without this confounding factor.  However, the possibility 

of such an interaction warrants further research specifically investigating learning style 

and question modality. 

An additional point of interest to the present study relates to the effect of learning 

style across learning levels.  While an impact of learning style was seen for recognition 

questions as discussed above, there was no impact of learning style for comprehension or 

transfer questions. This agrees with work by Massa and Mayer (2006) that showed 

matching instructional materials to a verbal or visual learning style did not improve 

comprehension or problem solving transfer.   

The waning of a learning style effect for deeper levels of learning is a point that 

deserves a more direct investigation.  Whether or not learning style differentially affects 

different learning levels is an important question for education professionals and 

researchers alike.  Both instructional and assessment materials may need to account for 

learning style for some types of learning but not others.  Preliminary results from the 

present study suggest that when measuring recognition memory, simply changing the 
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modality of the questions could increase or decrease a student’s grade by half a letter 

grade or more.  Or, an experimenter’s research could be skewed by more than five 

percentage points.  This is an effect that warrants further attention. 

 

Impact of Learning Level 

One of the main objectives of this research was to assess modality effects across 

three levels of learning: memory, comprehension, and transfer.  Previous research has 

shown a picture superiority effect at the level of memory (Paivio & Csapo, 1973; 

Standing, 1973; Standing & Smith, 1975), but more inconclusive results at the levels of 

comprehension and transfer (e.g., Butcher, 2006; Mayer et al., 2006).  Previous research 

generally lacks the direct attention to text-only and picture-only treatments needed to 

specifically compare text and pictures at deeper levels of learning, although such research 

is not completely absent (e.g., Mayer & Anderson, 1991).  Instead, previous research 

tends to favor text and picture combinations assessed at one or two levels of learning 

(e.g., Mayer, 1997; Mayer & Sims, 1994).  In contrast, the current research effectively 

demonstrated the impact of modality across three different levels of learning.   

Averaged across all study times and all study questions, there was no main effect 

of study condition, but an important study condition x question type interaction emerged.  

For recognition questions, those who studied pictures scored higher than those who 

studied text, demonstrating the previously identified picture superiority effect (Paivio & 

Csapo, 1973; Standing, 1973; Standing and Smith, 1975).  This result lends further 

support to the validity of the materials used.  By receiving the expected result at the level 
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of recognition, further confidence can be placed on the results obtained at the levels of 

comprehension and transfer, whose results have previously been less well documented. 

In addition to the expected picture superiority effect, a modality interaction effect 

was also present for recognition questions.  Those who studied pictures scored higher on 

picture questions and those who studied text scored higher on text questions. In other 

words, modality transfer – i.e., studying pictures and answering text questions or studying 

text and answering picture questions – suppressed scores.  This agrees with previous 

research which also showed that participants score higher when the test item is in the 

same modality as the study item (Standing & Smith, 1975).   

Score suppression during a modality transfer is also supported by transfer 

appropriate processing theory, which suggests that scores will be highest when conditions 

present at the time of study match the conditions present at the time of testing (Levin, 

1989; Park & Gabrieli, 1995). 

Interestingly, both the picture superiority effect and the modality interaction effect 

disappeared at the level of comprehension.  A significant study condition x question type 

interaction suggests a shift from picture superiority towards text superiority.  In fact, 

those who studied text scored numerically higher on comprehension questions than those 

who studied pictures.  Although these numbers are not statistically significant, they do 

support a definite shift away from the picture superiority effect for comprehension 

questions.  This shift away from a picture superiority effect is further elucidated with the 

analysis of the transfer questions.  For the scenario transfer question, the text study 

condition scored higher than the picture study condition.  Thus, as the levels of learning 
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move from recognition memory to comprehension to transfer, the picture superiority 

effect weakens and a text superiority effect emerges. 

 One explanation for the shift from a picture superiority effect for recognition 

questions to a text superiority effect for deeper levels of learning may lie in the way 

visual and verbal information is stored.  Visual information is perceived and stored as 

concrete imagens, particularly by high visualizers (Paivio, 1971).   Visual memory 

storage may also be more stable than verbal memory (Hart & O’Shanick, 1993), so an 

exact depiction of the presented material could be maintained longer.  When trying to 

remember an exact image, as was necessary for the recognition questions, such a precise 

mental representation is beneficial.    

Alternatively, as one moves to deeper levels of learning, especially to the level of 

transfer where individuals are required to apply their learning to new situations, it 

becomes more important that the learner is able to manipulate the information and use it 

in new ways.  For these tasks, flexibility in the mental representation becomes 

paramount. Such flexibility may favor verbal mental representations, which seem to be 

stored in a slightly more fluid fashion.  Whereas visual representations depict one specific 

instance, verbal representations can include general concepts and whole classes of 

instances (Schnotz, 2002).   

An additional explanation for the text superiority effect seen in transfer questions 

may lie in the need for both representational and referential connections to effectively 

solve transfer problems (Mayer & Sims, 1994).  Representational connections are formed 

between the study material and the mental representation in the same modality as the 

study material.  Referential connections are formed between the mental representation 
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and other mental representations in the opposite modality.  Because visual representations 

can be generated during verbal learning (e.g., Alesandrini, 1981; Mayer, 1997), 

participants in the text study condition may have been able to generate both verbal and 

visual representations more easily than those in the picture study condition.  They could 

then establish the necessary referential connections that aid transfer. Alternatively, since 

visual representations generated from verbal information are weaker than visual 

representations generated from visual information (Paivio, 2007), and since only 

representational connections are necessary for memory (Mayer & Sims, 1994), the 

picture study condition would favor recognition memory.  Indeed, this was seen in the 

picture superiority effect demonstrated for recognition. 

Because all transfer questions were asked in text format, the possibility of a 

modality interaction effect impacting transfer results must be considered.  However, there 

are a couple reasons why a modality interaction effect is likely not the only, or even 

primary, reason for the emergent text superiority effect.  First is the study condition х 

question type interaction seen for the recognition and comprehension questions, where 

the text study condition scored numerically higher than the picture study condition on all 

comprehension questions.  This suggests a trend towards a text superiority effect is 

already starting at the level of comprehension.  The appearance of a text superiority effect 

at the level of transfer is a logical continuation of this trend.   

Second, while there is a modality interaction effect for recognition questions, 

there is no modality interaction effect for comprehension questions.  This is true both 

overall and at every study time (one minute, two minutes, and four minutes).  Since 

transfer questions are hierarchically closer to comprehension than to recognition memory 
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(Bloom et al., 1956), there is no reason to believe a modality interaction effect would 

appear for transfer when it was not present for comprehension.   

Still, the experimental design of this study cannot conclusively rule out the 

possibility of a modality interaction effect impacting the transfer results.  In this case, the 

questions arise: what if the transfer results are due to a modality interaction effect?  What 

if those who study text perform better on textual transfer tasks and those who study 

pictures perform better on pictorial transfer tasks? 

If anything, the possibility of a modality interaction effect at the level of transfer 

has even greater implications for education professionals and researchers.  In the 

presence of a modality interaction effect, the modality of instructional materials should 

match the modality of the assessments in order to maximize performance.  However, this 

raises the question of how transfer learning should be defined.  Is it enough if students 

score well in the same modality?  Or is true transfer learning achieved only if a modality 

transfer is included as part of the transfer task? 

Future research should further investigate the possible existence of a modality 

interaction effect at the level of transfer.  Unfortunately, the difficulty of establishing an 

effective transfer problem that can be shown to be informationally equivalent in both 

picture and text modality should not be underestimated.  Perhaps different treatments of 

an analogical transfer problem could use diagrams and text; students could draw or write 

their replies.  Or, a problem within some kind of system could be shown both pictorially 

and in text.  Students could draw or describe either an addition or an adaptation to the 

system that would solve the problem using some principle they had previously learned in 

either picture or text form.  These are merely skeletons of transfer problems that would 
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need to be developed, however.  Clearly, whatever form these transfer problems would 

take, a great deal of creativity and experimental prowess will be needed. 

Finally, the lack of results seen for the problem solving transfer questions must be 

addressed.  These questions required participants to abstract key points from both their 

study materials and a new passage and then combine them in creative ways to answer the 

questions (e.g., Why might the Emerald Ash Borer cause more damage to the tree 

population in cities and towns than to the tree population in remote forests?).   

Neither study condition nor study time impacted results on the problem solving 

transfer questions, and several explanations may exist for this.  First, there may in fact be 

no modality advantage for pictures or text when trying to answer problem-solving 

questions.  This would agree with a previous study which included comparable study 

conditions.  In their study, Mayer and Anderson (1991) had students view animated 

pictures about working a bicycle pump, listen to narration, or both and then answer 

questions about making the pump more effective and troubleshooting problems with the 

pump.  While the pictures plus narration group outperformed the others, there was no 

difference between the animation-only or narration-only groups (Mayer & Anderson, 

1991).  While this study used animation and narration rather than static pictures and text, 

the results were similar.  

Second, the complexity of the problem-solving transfer questions used may have 

resulted in the lack of study condition and study time effects for the problem-solving 

transfer while the scenario transfer showed significant effects.  Although both scenario 

transfer questions and problem solving transfer questions may be classified as content 

transfer questions, the learner skills needed to answer each type of question is different.  
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The scenario questions required participants to apply their learning to a real-life situation 

and determine if information presented to them was correct or not.  Alternatively, the 

problem-solving questions required more analytical and creative skills; participants 

needed to abstract the key points from both their previous learning and the new passage 

and then combine them in creative ways to answer the questions.  Such differences 

between questions suggest the possibility for differences to be seen between the scenario 

transfer questions and the problem solving transfer questions, as in fact was the case. 

  The idea that the problem solving questions required a different skill set is also 

supported by the fact that an increase in study time did not increase scores on the problem 

solving transfer questions.  Problem solving questions may have been assessing 

individual students’ problem solving abilities more than the actual learning of the 

material.  In other words, if students weren’t able to make the appropriate connection 

between what they learned and what the questions were asking, then their previous 

learning was useless to them.  Research using analogical transfers, which requires a 

similar connection to be made between what was learned previously and what the current 

problem is asking, address this issue by assessing both spontaneous transfer and a post-

hint transfer (Gick & Holyoak, 1983; Pedone, et al. 2001).  Such an approach allows a 

distinction between those who are truly unable to answer the question and those who 

merely aren’t considering their previous learning as a way to solve the problem.   

The problem solving questions used in this study did include instructions to 

consider both the new passage and the information they saw previously.  However, unlike 

analogical transfer problems that usually have a single schema transferred from the 
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source to the target problem, the content problem-solving questions used here required 

identification and abstractions of several key facts out of dozens of competing facts.   

For example, the radiation problem originated by Duncker (1945) is a common 

analogical transfer problem that encourages participants to pull from the source a 

convergence schema which is then applied to a new problem.  Comparatively, in the 

present study, students had to extract and combine numerous facts.  Just to answer the 

first question, students had to: (1) remember information about the migration of the 

Emerald Ash Borer, the spread of the Emerald Ash Borer by humans, and the tree 

demographics in Indiana cities and towns; (2) identify these as key facts from among the 

other information they remembered; (3) extract from the new text the percentage of ash 

trees in Indiana forests; and  (4) appropriately combine this information to reach the 

conclusion.   

Thus, the complexity of these problem solving questions may have produced the 

lack of study condition or study time effects.  Future research may wish to use simpler 

problem solving transfer problems – perhaps having all the needed information in the 

original learning rather than requiring the abstraction of ideas from two sources.  Future 

research may also wish to include analogical transfer problems rather than content 

transfer problems to see if different results are obtained. 

 

Impact of Study Time 

An examination of results at each study time also uncovered some interesting 

findings.  At the shortest study time of one minute, an overall picture superiority effect 

was seen where those in the picture study condition scored higher than those in the text 
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study condition.  The presence of an overall picture superiority effect and the lack of a 

study condition x question type interaction is an interesting deviation from the overall 

results and the results seen at the 2- and 4- minute study times.  This result suggests that 

pictures are processed faster, allowing those in the picture study condition to encode the 

information more effectively than those in the text study condition when given a 

restricted study time.  This agrees with other findings that point to a quicker processing of 

pictures than text (Paivio, 1971; Pizlo et al., 1997; Weidenmann, 1989). 

Analysis of the 3-way interaction of study condition x question type x question 

modality showed that the overall picture superiority effect at one minute is driven largely 

by the picture recognition questions.  As discussed previously, this picture superiority 

effect for picture recognition questions was expected (Standing & Smith, 1975).  

However, at the 1-minute study time, the picture study condition also scored numerically 

higher than the text study condition for comprehension questions, preventing the 

modality interaction effect (study condition x question type interaction) seen overall and 

at the 2- and 4-minutes study times.  Thus, when participants are given only enough time 

to quickly skim their study materials, pictures emerge as the overall winner.   

The picture superiority effect for shorter study times agrees with two important 

facets of the picture processing literature.  First, individuals who don’t have the time to 

engage in systematic processing rely instead on more heuristic processing (Meyers-Levy 

& Malaviya, 1999).  The “somewhat extensive processing” of heuristic processing has 

been noted as the opportune level of cognitive processing needed to maximize the impact 

of pictures on the viewer (Peracchio & Meyers-Levy, 2005, p.39).  Thus, pictures can 

effectively convey information even when there is not time for extensive processing. 
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Second, the spatial processing of pictures allows for a quicker, more global intake 

of information than does the sequential processing of text (Paivio, 1971; Pizlo et al., 

1997; Weidenmann, 1989).  Unfortunately, while spatial processing excels in speed, it 

may be lacking in depth or flexibility.  This becomes evident as study time increases to 

two or four minutes, where the overall picture superiority effect for recognition and 

comprehension questions disappeared.  By the time the learning level of transfer was 

reached, text surpassed pictures as the superior learning modality, especially at the longer 

study times.   

Similar to suggestions by others (e.g., Weidenmann, 1989),  it appears that when 

individuals have enough time to process textual information, the sequential processing of 

text results in a deeper learning than the quicker processing achievable with pictures.  

However, when under a time constraint, individuals can extract information more quickly 

from pictures. 

At the 2- and 4- minute study times, the picture superiority effect disappeared and 

was replaced by a modality interaction effect for recognition questions.  Those who 

studied pictures scored higher on picture recognition questions and those who studied text 

scored higher on text recognition questions.  This modality interaction effect for 

recognition questions was also seen when all study times were averaged, as was 

discussed in the previous section. 

It is also worth noting that neither the picture superiority effect nor the modality 

interaction effect was present for comprehension questions at any study time (one minute, 

two minutes, or four minutes).  This, too, was seen when all study times were averaged 

together, as was discussed in the previous section. 
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As study time increased, recognition scores improved, both from one to two 

minutes and from two to four minutes.  Previous studies have demonstrated individuals’ 

amazing capacity for memory, especially visual memory (Standing, 1973).  Results of 

this study further support this premise.  Participants seem to begin memorizing items 

almost immediately and continue for as long as time allows.   

Alternatively, comprehension scores stayed the same between the one and two 

minute study times and didn’t improve until the study time increased to four minutes.  

This suggests that this deeper level of learning requires a greater processing time before 

improvements are seen.   

Scenario transfer scores improved from one to two minutes but then leveled off 

and no further improvement is made as study time increased beyond two minutes.  This 

leveling off of transfer scores could be an indication that some of the skills necessary to 

perform accurate transfer are not enhanced by increased study time.  As previously 

alluded to, a student’s ability to transfer information is dependent upon several factors.  

While this includes an understanding of the study materials, it also includes the 

abstraction of the relevant facts and the correct application of those facts to the target 

questions (Bloom et al., 1956).  While increasing study time improves comprehension, it 

does not necessarily improve transfer scores if the other necessary skills are not present. 

Overall results of study time can therefore be summarized as follows.  

Recognition, comprehension, and transfer scores all increased as study time increased.  

However, recognition scores increased incrementally with study time, while study time 

exacted its greatest impact on comprehension between two and four minutes and on 

transfer between one and two minutes.  At the shortest study time of one minute, pictures 
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were a superior information source compared to text, but this superiority was lost as 

study time increased. 

These findings may help explain results of other studies that included 

combinations of pictures and text.  For example, it has been shown that when additional 

text is added to a visual presentation that already includes narration, retention and transfer 

scores are lower than when the additional text is not present (Mayer et al., 2001).  

However, if the extra text is limited to a couple key words placed in proximity to the 

relevant point in the picture, then recall scores improve (Mayer & Johnson, 2008).  The 

authors refer to this as the “redundancy principle,” and suggest the splitting of the visual 

attention between the onscreen text and image produces a cognitive overload that is 

reduced when only a couple words rather than complete sentences are incorporated into 

the picture.  The present study also suggests that because text is mentally encoded slower 

than images, participants would be unable to process both picture and text to the same 

extent they would be able to process the picture alone in the same amount of time.  This 

would be particularly true if time was spent reading the text prior to engaging with the 

image.   

Alternatively, the couple words incorporated into the picture would not require 

the same processing time as an entire sentence.  The couple words would serve instead to 

enhance the saliency of the image, similar to the arrows or circles used in the present 

study, making key points more memorable.  The key words would also serve the function 

Weidenmann (1989) described of engaging the viewer with the key points of the picture.  

Therefore, it would be expected that the key words incorporated into the picture would 

improve memory, as was found (Mayer & Johnson, 2008). 
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Implications of study time also extend into other venues.  Whenever viewing time 

is short, pictures should be chosen over text to increase the amount of information 

received by the viewer, particularly for recognition memory.  For text processing, it is 

important that adequate time is allowed.  Experimentally, researchers need to consider 

how differential processing time could impact study results. 

 

Participants’ Confidence 

One of the unique methods employed by this study was the collection of how 

confident participants were in their answers.  This allowed for an alternative measure to 

gauge differences between study conditions.  It also allowed for an interesting assessment 

of how well the participants’ confidence matched their actual test scores. 

As expected, participants expressed greater confidence for recognition questions 

than for comprehension questions, and this was true at each study time and averaged 

across all study times.  This parallels the results seen for the actual test scores.   

The effect of study time on confidence was also similar to the effect of study time 

on test scores, with the exception of comprehension questions.  Confidence in answers 

increased both from one to two minutes and from two to four minutes for recognition 

questions.  This parallels the results seen for test scores.  For both comprehension and 

scenario transfer questions, confidence increased from one to two minutes but not from 

two to four minutes.  While this paralleled the results seen for transfer test scores, it 

differed from confidence test scores.  Actual test scores for comprehension increased 

from two to four minutes but not from one to two minutes.  Thus, for comprehension, 
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even though participants were more confident moving from the 1- to 2- minute study 

times, their test scores did not reflect this increased confidence. 

Perhaps of greatest interest is the main effect seen for study condition, which 

suggests that the shift from greater confidence in pictures towards greater confidence in 

text lags behind the shift seen in actual test scores.  Confidence on recognition questions 

was greater for the picture study condition than for the text study condition, which nicely 

parallels the test results.  However, while confidence on comprehension questions 

remained higher for those who studied pictures than those who studied text, actual test 

scores did not vary between study conditions.  Furthermore, while confidence on transfer 

scores showed no difference between study conditions, actual test scores showed a text 

superiority effect.  Thus, while confidence scores showed a gradual waning away from a 

picture study condition preference as learning level deepens, this shift was slower than 

that seen on the actual test scores and did not culminate in the same preference for the 

text study condition by the third level of learning. 

To graphically represent this shift, the confidence scores and test scores for the 

text study condition were subtracted from the confidence scores and test scores for the 

picture study condition and plotted in a bar graph.  A positive difference indicates the 

picture study condition is higher than the text study condition, while a negative difference 

indicates the text study condition is higher than the picture study condition.  Scores near 

zero suggest there is no difference between study conditions.  Figure 6 shows how 

confidence scores lag behind actual test scores in the transition from a picture superiority 

effect to a text superiority effect. 
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Figure 6.  Difference scores of the picture study condition minus the text study condition 

showing how the confidence scores lag behind the actual test scores in shifting from a 

picture superiority effect (positive score) to a text superiority effect (negative score) as 

level of learning deepens. 

 

This pattern supports the premise put forth by Weidenmann (1989) that learners 

tend to process pictures superficially and may think they understand the information 

better than they actually do.  This may be particularly true when study time is reduced.  

The difference in patterns seen between confidence scores and test scores for the two 

study conditions was most prevalent at the shortest study time.  At the 1-minute study 

time, confidence on both recognition and comprehension questions was higher for the 

picture study condition than the text study condition.  At two and four minutes, the main 

effect is covered by a study condition x question type x question modality interaction.  At 

first observation, this interaction appears to mirror the 3-way interaction seen for test 
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scores.  However, the confidence scores lack the strength of the modality interaction 

effect seen in the test scores.  For test scores, those studying pictures score higher on 

picture recognition questions than those studying text while those studying text score 

higher on text recognition questions than those studying pictures.  For confidence scores, 

those studying pictures indicate greater confidence on picture recognition questions than 

those studying text, but there is no difference between study conditions for text 

recognition questions.  Thus, even the 3-way interaction for confidence scores at the 2- 

and 4- minute study times indicate a preference towards the picture study condition that is 

not reflected in actual test scores. 

Both study conditions undervalued their ability to answer recognition questions 

that were presented in the same modality as their study condition.  This is shown by the 

difference in test scores and confidence scores provided in the previous chapter (Table 6).  

For example, those who studied text had a confidence score of 79.64% and an actual 

score of 86.93% on text recognition questions.  Likewise, those who studied pictures had 

a confidence score of 92.51% and an actual test score of 95.51% on picture recognition 

question.  In both cases, the confidence score was significantly (p < .05) lower than the 

actual test score.  Thus, participants were better able to recognize these same-modality 

questions than they thought they were.  This may point to a subconscious ability to 

identify an exact representation that was previously seen even when participants are not 

consciously sure they are choosing the right answer.   

Such subconscious mental activity is frequently evidenced in the advertising 

literature.  Even when individuals are not conscious of the connection between what they 

are seeing and their actions, research suggests that this connection exists.  For example, 
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color has been shown to impact an individual’s actions, from encouraging people to shop 

to making them eat faster (Barry, 1997).  Likewise, taste tests have shown that package 

design can improve or detract from a product’s taste, and simple alterations to product 

packaging – color, shape, graphics – can increase sales by 25%, or more (Barry, 1997; 

Gladwell, 2005).  Clearly the possibility of a subconscious impact exists.  It is not a large 

extrapolation to suggest that learners may likewise be able to more easily identify an 

exact representation than they think, because of a subconscious mental activity.  Further 

research is needed to investigate this intriguing concept. 

On the other hand, for recognition questions in the opposite modality of their 

study condition, all participants showed no difference between their confidence scores 

and their actual test scores (Table 6).  Participants scored as well as they thought they 

would.  This may be explained by the need for a modality transfer to occur in order for 

participants to recognize the correct answer.  According to the definition of high-road 

transfer (Salomon and Perkins, 1989), this modality transfer would be an explicit and 

conscious act.  Thus, participants would be more consciously aware of what they did and 

did not remember.   

Both those who studied pictures and those who studied text exhibited greater 

confidence scores than actual test scores for comprehension and transfer questions (Table 

6).  In other words, participants were overconfident in their ability to answer 

comprehension and transfer questions.  This may be a reflection of the movement from 

one level of learning to another.  The relatively high recognition scores show that 

participants were able to remember the material, suggesting that appropriate mental 

representations of the study materials were made. However, despite the apparent 
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existence of these representations, participants scored lower on comprehension questions.  

Apparently, the existence of a mental representation does not indicate an understanding 

of the representation or an ability to transfer the representation to new situations.   

This inability to understand or transfer a mental representation supports previous 

transfer research which has shown that even if participants can answer questions about 

the source to demonstrate they remember it, they may not be able to apply it to solve the 

target problem (Beveridge & Parkins, 1987).  In the present study when participants are 

providing a self-reported confidence, the fact that they could remember the material may 

have caused them to believe they had a deeper learning of the material than they actually 

did. 

Overconfidence was especially a problem for those who studied pictures.  In fact, 

for those who studied pictures, there was not even a correlation between their confidence 

scores and their actual test scores for picture comprehension questions, suggesting that 

questions they thought they were getting right they were not, and vice versa.  

Furthermore, a comparison between the text study condition and the picture study 

condition shows that correlations between actual test scores and participants’ confidence 

in their answers was significantly greater for those who studied text than for those who 

studied pictures.  In other words, those who studied text were better able to assess how 

well they would score.  Those who studied pictures thought they would do better than 

they actually did.   

This finding aligns with research that suggests people often think they have 

processed pictures deeper than they have. Weidenmann (1989) notes “the subjective ease 

of encoding [pictures] at a superficial level may lead the learner to the illusion of a full 
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understanding” (p. 163).  That is to say, while a visual representation of a picture can be 

made quickly, the existence of this representation does not guarantee a deeper learning of 

the material.   

This premise of overconfidence in those who studied pictures also agrees with the 

finding that the picture superiority effect shifts towards a text superiority effect as 

learning level deepens.  Those who studied pictures were able to remember more than 

those who studied text, resulting in the picture superiority effect seen for recognition 

questions.  However, those who studied text processed their information at a deeper level, 

resulting in the shift towards a text superiority effect for deeper levels of learning.  The 

relatively higher volume, lower-level learning for the picture study condition likely 

contributed to their overconfidence.  Because they remembered a lot, they thought they 

understood a lot.  This may have been especially true for the picture comprehension 

questions that saw no correlation between confidence and actual score.  Having questions 

in the same modality as their study materials apparently compounded their false sense of 

learning.   

Alternatively, the relatively lower volume, deeper-level learning for the text study 

condition resulted in a more accurate confidence level.  Those in the text study condition 

apparently knew they didn’t remember a lot (relative to those in the picture study 

condition) but what they did remember was better understood and more transferable than 

that which was remembered by those in the picture study condition. 

Overall, results of the confidence score analysis suggest an intriguing over-

confidence that is especially prevalent when learning from pictures.  While all students 

seemed to think they understood and could transfer the material better than they actually 
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could, this overconfidence was markedly greater for students in the picture study 

condition.   This suggests that, particularly for pictures, additional instructional 

techniques may be needed to encourage deeper processing. 

These results support findings from other who have likewise suggested that more 

explicit instruction on how to properly process visuals is needed (Peeck, 1993; 

Weidenmann, 1989).  Since our educational system places a greater emphasis on textual 

reading and oral lectures than on visual learning (Paivio, 1971; Silverman, 2002), 

students may not be learning the skills they need to truly understand information 

presented in visual form.  The results of the present study certainly support this premise. 

 

Examination of the Primary Research Question 

To summarize the various segments of this study, a return to the founding 

research question is warranted.  As discussed in the previous sections, this study included 

in its analyses the effects of the materials used, learning style, learning level (including 

modality interactions), study time, and participant’s self-reported confidence.  After 

considering all of these factors, there is one question that remains the driving force 

behind this study: As question complexity increases, does performance advantage switch 

from the picture study condition to the text study condition? 

Results of this study support the idea that performance advantage does switch 

from pictures to text as question complexity increased.  A picture superiority effect was 

seen for recognition questions, especially at the 1-minute study time but also when all 

study times were averaged together.  This effect disappeared for comprehension 

questions.  At the level of transfer, a text superiority effect emerged, especially at the 4-
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minute study time but also when all study times were averaged together.  This shift was 

further supported through a 2-way study condition x question type interaction that 

showed the superiority of the picture study condition waned between recognition and 

comprehension questions.  Analysis of the confidence scores also leads to this 

conclusion, with those in the picture study condition not able to understand or transfer the 

material as well as they thought they could.   

The key finding of a shift from picture superiority to text superiority as learning 

becomes more complex suggests that picture and text modalities have differential 

strengths and weaknesses.  This finding is even more remarkable if one ascribes to the 

hierarchy proposed by Bloom and his colleagues (Bloom et al., 1956), which would 

suggest there is a need to remember the material before it may be understood and 

transferred.  If this is the case, then a greater proportion of what is remembered from text 

is transferable compared to the proportion for pictures.  Those who studied pictures 

showed a significantly higher volume for recognition than those who studied text, and yet 

even with this higher volume of memory, those who studied pictures transferred less than 

those who studied text. 

As discussed above in the section “Impact on Learning Level,” the dual-coding of 

pictures and text may naturally benefit one type of learning over another.  The better we 

understand the individual effects of these modalities, the better we will be able to apply 

them – alone or in combination – to the appropriate learning situation. 

The present study suggests that pictures are not as effective as text for transfer 

tasks, despite the fact that recognition memory was higher for the picture study condition 

than for the text study condition.  The information was encoded, participants could 
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remember it, but they were not able to apply it.  This suggests that an additional prompt is 

needed to extract the key information from pictures, a finding that supports the premise 

put forth by others (Peeck, 1993; Weidenmann, 1989). 

The need for additional prompts to maximize picture processing also is instructive 

for explaining various other findings.  For example, Pedone and colleagues (2001) found 

that static diagrams were not spontaneously noticed during an analogical transfer task, 

but if the static diagram included a textual statement of the key principle or if the diagram 

was animated, then spontaneous transfer improved.  In fact, animated diagrams or 

diagrams plus a text principle have been shown to be even more effective at generating 

spontaneous and total transfer than verbal analogues of the same schema (Pedone et al., 

2001; Gick & Holyoak, 1983).  The present study would suggest the additional cues 

(animation or text principle) assist students in engaging with the key aspects of the 

image, allowing it to be processed at a deeper level. 

Similarly, the stylistic properties of advertisement photos (e.g., the camera angle, 

artistic lighting, etc.) are noted by viewers only when appropriate advertisement copy is 

provided.  For example, one study created advertisements for a watch using stylistic 

properties to indicate “power” or “dynamism” (Peracchio & Meyers-Levy, 2005).  

Viewers only noticed these qualities in the images when the corresponding advertisement 

copy was congruous with the stylistic properties (e.g., “Successful, confident, and 

admired.  A powerful statement of who you are.” For the “power” ad.  And “Spirited, 

spontaneous, and expressive.  A provocative statement of who you are.” For the 

“dynamism” ad.).  The text was needed for the viewers to process the key elements of the 

image. 
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The present study suggests that when pictures are to be processed beyond straight 

memorization, some cue needs to alert the viewer to the key message.  This is exactly 

what these previous studies found. 

Additionally, the present study offers some insight into findings that show 

combined picture and text study conditions outperform text-only study conditions (e.g., 

Carney & Levin, 2002; Mayer & Anderson, 1991; Mayer et al., 1996).  While dual-

coding theory (Paivio, 1971) offers insight into the simultaneous processing of pictures 

and text, and the work of Mayer and his colleagues continue to enhance the theory of 

multimedia learning (Mayer & Sims, 1994), the present study contributes a possible 

explanation of the underlying processing that makes picture and text combinations 

effective.  The present study suggests that pictures are most effective for memory while 

text is most effective for transfer.  It also suggests that picture processing should improve 

with appropriate cues for the viewer.  Thus, when pictures and text are combined, text is 

acting as a cue to the viewer to engage with the image and process the key points.  A 

striking example of this may be seen when shorter key words integrated into an image 

improved retention (Mayer & Johnson, 2008).   

The interesting point in this particular study, though, is how the addition of the 

shorter key words within the image did not improve transfer over straight narration and 

diagrams (Mayer & Johnson, 2008).  Again, one explanation may be found in the present 

study.  Since text appears to be more effective for transfer while pictures appear to be 

more effective for memory, it would be expected that greater emphasis on pictures would 

improve retention while greater emphasis on text would improve transfer.  It is possible 

that by using key words to draw attention to the image (Mayer & Johnson, 2008), greater 
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cognitive resources were devoted to processing the image.  This in turn resulted in greater 

retention but not greater transfer.  An alternative to consider is that manipulations to 

enhance processing of the text rather than the image may result in improved transfer.  Or, 

as shown for analogical transfer by Pedone and colleagues (2001), methods could be 

implemented to enhance the transferability of pictures, perhaps by cueing students to 

process pictures in more generalizable ways.  Future research should investigate these 

possibilities.. 

  

Implications and Future Directions 

As far as the researcher is aware, this is the first time a study has simultaneously 

assessed the impact of pictures and text across three levels of learning while including 

both modalities in the assessment instrument as well as in the study materials.  The split 

plot design allowed each participant to be tested both within- and cross-modality at both 

recognition and comprehension.  The addition of the transfer tasks expanded the study 

into the third level of learning.  The inclusion of self-reported confidence was also a 

unique attribute of this study that yielded some interesting results.  This design could be 

an important approach in future research since it allows for the investigation of multiple 

important comparisons within a single design.  Future research may also wish to 

investigate additional uses for confidence scores, especially for multiple choice 

assessments.  It may be possible to use confidence scores as a way to gauge guessing, 

ultimately allowing for more accurate assessments. 

Out of this study come several important findings.  The picture superiority effect 

was again replicated for recognition memory, showing that individuals do indeed 
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remember pictures better than text.  This is especially true for shorter study times.  As 

study time increases, this picture superiority effect is replaced with a modality interaction 

effect where those studying pictures score higher on picture recognition questions than 

those studying text, while those studying text score higher on text recognition questions 

than those studying pictures.  This modality interaction effect is an important 

consideration both for educational research and practice.  When a modality transfer was 

needed, whether from pictures to text or text to pictures, scores were 15 percentage points 

lower than if no transfer was needed.  Clearly, in assessments of memory, the modality 

used to test the learner’s memory needs to be carefully considered.  Experimental results 

could be skewed if the assessment modality doesn’t match that of the study materials.  

And in practice, assessments may not be an accurate indication of the student’s memory 

if their scores are being suppressed by modality transfer.   

While the impact of modality appears to be strongest for the level of memory, 

further research is needed to confidently determine the impact for comprehension and 

transfer.  This is especially true for the level of transfer, since modality interaction effects 

were not tested for transfer questions in this study. 

The identification of a shift from a picture superiority effect for memory to a text 

superiority effect for deeper levels of learning also has important implications for both 

research and practice.  The suggestion that one modality may be better for a particular 

level of learning is another step towards a deeper understanding of picture and text 

effects.  The better the relative strengths and weaknesses of pictures and text are 

understood, the better they will be more precisely precribed – alone or in appropriate 

combinations – to augment a particular learning goal.   
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Indeed, combinations of pictures and text should also be tested at multiple levels 

of learning.  However, the importance of basic research on each modality alone cannot be 

overemphasized.  Only by studying each modality alone will it be possible to understand 

the contributions that each modality can make to learning.  Studying each alone will 

allow a better understanding of the mental processing occurring for each and a better 

understanding of when adjustments could be made – for example, helping students 

process pictures more deeply or more abstractly – that would ultimately maximize the 

learning experience. 

Underlying mechanisms that may explain this shift from a picture superiority 

effect to a text superiority effect are discussed above.  These include (1) the possibility 

for text to elicit both a verbal and visual representation and necessary referential 

connection more easily than pictures; and (2) the possibility that the semantic nature of 

text lends it a generalizability that is advantageous in transfer situations.  Future research 

needs to investigate these hypotheses.   

In practice, the shift from a picture superiority effect to a text superiority effect 

suggests instructors need to be conscious of the learning level they are trying to achieve.  

In some instances this is rote memorization, while in others it is comprehension or 

transfer.  Results of this study suggest the modality of the instructional materials can 

impact these learning levels differently.  For memorization, instructors may wish to 

include visuals.  For deeper levels of learning, text appears to be more beneficial. 

In combination with the confidence score results, the fact that pictures were less 

helpful for deeper levels of learning also indicates a need for more explicit training or 

instruction in picture processing.  Learners can remember an image better than they can 
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remember text, but they cannot transfer it to new situations.  Worse, learners seem to 

think they have learned visual material better than they actually have, so they don’t even 

know that they don’t know.  The exciting aspect of this, however, is the potential.  If 

learners could acquire the skill to process pictures in a way that enhances understanding 

or transferability without losing any of the memory advantage, then their overall learning 

would surpass that seen with text at every level.  Future research should investigate how 

the findings of this study differ if students are given explicit instruction that allows them 

to process pictures in different ways. 

Fundamentally, future research also needs to replicate the findings of this study.  

Although results here are grounded both experimentally and theoretically, they are still 

preliminary.  Any time new territory is explored, it is critical that follow-up research 

confirms or denies the findings.  To this end, it may be worth noting some adjustments to 

the present study that may be beneficial. 

Although results of the material validation showed impressive functional 

equivalency – both on the matching test that was administered and by the lack of a main 

effect among test versions – there is always room for improvement.  As discussed 

previously, the test x question type x question modality interaction suggests that 

participants scored higher on some questions than on others.  Difficulty level of these 

questions could be better distributed so that a single test version doesn’t have the easier 

questions all in one modality.  Ultimately, a single test version with predictable reliability 

could be created. 

Similarly, the present study used only one modality of transfer questions (text) 

which was analyzed separately from the recognition and comprehension questions.  This 
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approach helped minimize some of the complexity the design was taking on.  Future 

research, however, needs to test for modality interaction effects at the level of transfer.  

Ideally, a repeated measure design could include both modalities and all three levels of 

learning so that comparisons could be made in a single statistical model.  This would 

especially be achievable if the test versions are refined to a single version.   

Finally, this research needs to be expanded to other populations.  Additional 

topics should also be used to determine if results vary for different informational content.  

As further understanding is achieved, research can become more targeted to assess the 

many interesting questions that are raised. 

 

Implications for Science Educators 

In addition to the implications noted above, the practical applications of this 

study’s results to science education are worth consideration.  Perhaps the strongest 

implication for science educators is the presence of the modality interaction effect for 

memory.  This effect suggests that when students study information in picture form, they 

will be better able to identify the picture than the equivalent text.  The reverse is also true.  

When students study information in text form, they will be better able to identify the text 

than the equivalent picture.   

As science educators, there are plenty of times when the educational objective is 

rote memorization.  There are times students need to remember facts – whether those 

facts are presented in picture or text form.  In these cases, the manner in which memory is 

measured needs to be carefully considered.  In the present study, whenever a modality 

transfer was needed, whether from pictures to text or text to pictures, scores were 15 
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percentage points lower than if no transfer was needed.  That’s enough to bump a student 

from a low A to a C, just by changing the modality of the assessment instrument.  

Educators should carefully consider what information they want their students to 

remember.  If the learning objective is visual in nature, then assessment instruments 

should also be visual; if the learning objective is textual, than assessment instruments 

should also be textural. 

The present study also suggests several points to consider when designing 

instructional materials.  When students only had enough time to quickly skim through the 

study materials, those who studied pictures scored higher – averaged across both 

recognition and comprehension questions – than those who studied text.  This suggests 

that when study time is short, or when the attention of a learner may be limited, the ample 

use of informational pictures can be beneficial.  This may be particularly true for learning 

outside of the classroom, such as in informational pamphlets, where the learner 

motivation is unknown. 

While pictures were shown to be particularly powerful for shorter study times, 

they are not a panacea.  Results of this study show that the superior learning of pictures 

tends to be constrained to the lower levels of learning such as memory and (for shorter 

study times) comprehension.  If the educational goal is related more to transfer tasks, text 

becomes the more powerful modality.  Thus, it is important that the educational goal is 

considered.  When the goal is memory and/or if study time is limited, pictures should be 

used.  When the goal is higher levels of learning, greater use of text and ample study time 

should be used. 
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Finally, educators may consider ways to improve picture learning.  Despite the 

superiority of pictures for memory, students were not able to understand or transfer 

pictured information as well as textual information, particularly at longer study times.  

This suggests students require additional skills to extract the necessary information from 

pictures. 

While the present study points to the need for additional research in this area, 

existing literature does offers some suggestions.  Engaging students with an image by 

asking them questions that require them to notice features about the image has been 

shown to improve learning (Weidenmann, 1989).  The use of contrasting cases – or two 

different pictures – may also cause students to notice key elements of the pictures and 

thus enhance their understanding of the pictured information (Bransford & McCarrell, 

1974).  The present study, in conjunction with previous literature (e.g., Mayer, 1997) also 

suggests that text can be used to improve picture learning.  The points which the text 

emphasizes may increase the saliency of certain aspects of the picture.  Text may also 

help students process the picture in a more focused or more abstract way, depending on 

the learning goal.   

Text and pictures, alone or in combination, are already used in science education.  

However, as the relative strengths and weaknesses of these two modalities are uncovered, 

they become even more powerful instruments in the educator’s toolbox.  The strategic 

use of pictures and text in instructional materials and in learning assessments can directly 

impact the level of student learning that is achieved. 
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Conclusion 

The main objective of this study was to expand the visual-verbal learning 

literature beyond the dominant text-centric paradigm. As far as the researcher is aware, 

this is the first time a study has directly compared pictures and text across three levels of 

learning using both picture and text assessment tools.  This allowed for a more 

unrestricted investigation into the learning potential of these two modalities.   

Results suggest a picture advantage for memory but a text advantage for transfer.  

Several hypotheses for the underlying mechanisms driving these differences have been 

presented here, but further research is needed to confirm these results and explore the 

underlying mechanisms.  Further research is also needed to assess whether improvements 

to picture transferability is possible.  The superiority of pictures for memory continues to 

remain steadfast; the possibility of expanding this potential into other levels of learning is 

enticing, but unknown.  Continued investigation into the possibility of a modality 

interaction effect at deeper levels of learning, particularly transfer, is also needed.   

Implications of this research provide both theoretical advances within the picture 

and text processing literature as well as practical applications for instructional design and 

learning assessment.  It is hoped that future research will continue the line of inquiry 

begun here. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

REFERENCES 
 



 179

 
 
 
 
 

REFERENCES 
 
 

 
Alesandrini, K. L. (1981). Pictorial-verbal and analytic-holistic learning strategies in 

science learning. Journal of Educational Psychology, 73(3), 358-368. 

Anderson, L. W., & Sosniak, L. A. (1994). Preface. In L. W. Anderson & L. A. Sosniak 

(Eds.), Bloom’s Taxonomy: A forty-year retrospective. Chicago: University of 

Chicago Press.  

Archer, T. M. (2007, May). Designing effective survey instruments. [Webinar.] The Ohio 

State University Cooperative Extension, Columbus, OH. 

Atkinson, R. K., Levin, J. R., Kiewra, K. A., Meyers, T., Kim, S. I., Atkinson, L. A., et 

al. (1999). Matrix and mnemonic text-processing adjuncts: Comparing and 

combining their components. Journal of Educational Psychology, 91(2):342-357. 

Barbe, W. B., & Milone, M. N. (1980). Modality. Instructor, January, 45-47. 

Baran, S. J., & Davis, D. K. (2003). Mass communication theory: Foundations, ferment, 

and future (3rd ed.) Belmont, CA: Wadsworth/Thomson Learning.  

Barry, A. M. S. (1997). Visual intelligence: Perception, image, and manipulation in 

visual communication. Albany, NY: State University of New York Press 

Beagle. J. (2006). Failure to find the picture superiority effect for learning. Unpublished 

manuscript, Purdue University, West Lafayette, IN. 



 180

Beltran, F. S. & Duque, Y. (1993). Processing typical objects in scenes: Effects of 

photographs versus line-drawings. Perceptual and Motor Skills, 76, 307-312. 

Beveridge, M. & Parkins, E. (1987). Visual representation in analogical problem solving. 

Memory & Cognition, 15(3), 230-237. 

Bloom, B. S. (1994). Reflections on the development and use of the taxonomy. In L. W. 

Anderson & L. A. Sosniak (Eds.), Bloom’s Taxonomy: A forty-year retrospective. 

Chicago: University of Chicago Press.  

Bloom, B. S., Engelhart, M. D., Furst, E. J., Hill, W. H., & Krathwohl, D. R. (1956). 

Taxonomy of educational objectives: The classification of educational goals: 

Handbook 1: Cognitive Domain. New York: David McKay Company, Inc. 

Boesch, S., &. Standing, L. (1990). Word/picture interference effects in free recall. 

Bulletin of the Psychonomic Society, 28(2), 109-111. 

Bower, G. H., Karlin, M. B., & Dueck, A. (1975). Comprehension and memory for 

pictures. Memory & Cognition, 3(2), 216-220. 

Bransford, J. D. & McCarrell, N. S. (1974). A sketch of a cognitive approach to 

comprehension.  In W. Weimer & D. S. Palermo (Eds.), Cognition and the 

symbolic processes (pp. 299-303). Hillsdale, NJ: Erlbaum. 

Butcher, K. R. (2006). Learning from text with diagrams: Promoting mental model 

development and inference generation. Journal of Educational Psychology, 98(1), 

182-197. 

Campbell, D. T. & Stanley, J. C. (1969). Experimental and Quasi-Experimental Designs 

for Research. Chicago: Rand McNally & Company. (Original work published 

1963) 



 181

Carney, R. N., & Levin, J. R. (2002).  Pictorial illustrations still improve students’ 

learning from text. Educational Psychology Review, 14(1), 5-26. 

Chatterton, J. K. (2006). Effects of individuals’ learning-style strengths on reading recall 

and attitudes with and without pictures. Dissertation Abstracts International 

Section A: Humanities and Social Sciences, 66(9-A), 3217-3463. 

Childers, T. L., & Houston, M. J. (1984) Conditions for a picture-superiority effect on 

consumer memory. Journal of Consumer Research, 11, 643-654. 

David, P. (1998). News concreteness and visual-verbal association: Do news pictures 

narrow the recall gap between concrete and abstract news? Human 

Communication Research, 25(2), 180-201. 

Davis, B. G. (1993). Tools for teaching. San Francisco: Jossey-Bass.  

Duncker, K. (1945) On problem-solving (L. S. Lees, Trans.). Psychological Monographs, 

58, (Whole No. 270). 

Dunn, R, & Dunn, K. (1975). Educator’s self-teaching guide to individualizing 

instructional programs. West Nyack, NY: Parker.  

Dunn, R. (2000). Capitalizing on college students’ learning styles: Theory, practice, and 

research. In R. Dunn & S. A. Griggs (Eds.), Practical Approaches to Using 

Learning Styles in  Higher Education (pp. 3-32). Westport, CT: Bergin & Garvey.  

Edell, J. A., & Staelin, R. (1983). The information processing of pictures in print 

advertisements. Journal of Consumer Research, 10, 45-61. 

Finnegan, C. A. (2006). What is this a picture of?: Some thoughts on images and 

archives. Rhetoric & Public Affairs, Winter, 116-123. 



 182

Garcia, M. R., & Stark, P. (1991). Eyes on the news. St. Petersburg, FL: Poynter Institute 

for Media Studies. 

Gibson, M. L. (1979). Editing in the electronic era. Ames, IA: Iowa State University 

Press. 

Gibson, R. & Zillman, D. (2000). Reading between the photographs: The influence of 

incidental pictorial information on issue perception. Journalism and Mass 

Communication Quarterly, 77(2), 355-366. 

Gick, M. L. (1985). The effect of a diagram retrieval cue on spontaneous analogical 

transfer. Canadian Journal of Psychology, 39(3), 460-466. 

Gick, M. L., & Holyoak, K. J. (1980). Analogical problem solving. Cognitive 

Pyschology, 12, 306-355. 

Gick, M. L., & Holyoak, K. J. (1983). Schema induction and analogical transfer. 

Cognitive Psychology, 15, 1-38. 

Gladwell, M. (2005). Blink: The power of thinking without thinking. New York: Little, 

Brown and Company. 

Goulet, L. R., & Sterns, H. L. (1970). Verbal-discrimination learning and transfer with 

verbal and pictorial materials. Journal of Experimental Child Psychology, 10, 

257-263. 

Hagen, K. (2005).  Scams emerge as emerald ash borer awareness picks up. Retrieved 

December 10, 2007 from 

http://news.uns.purdue.edu/html3month/2005/050908.Ellis.scams.html.  

Hart, R. P., & O’Shanick, G. J. (1993). Forgetting rates for verbal, pictorial, and figural 

stimuli. Journal of Clinical and Experimental Neuropsychology, 15(2), 245-265. 



 183

Hartley, J., Sotto, E., & Fox, C. (2004). Clarity across the disciplines. An analysis of texts 

in the sciences, social sciences, and arts and humanities. Science Communication, 

26(2): 188-210. 

Heckler, S. E. & Childers, T. L. (1992). The role of expectancy and relevancy in memory 

for verbal and visual information: What is incongruency? Journal of Consumer 

Research, 18, 475-492.  

Igo, L. B., Kiewra, K. A., & Bruning, R. (2004). Removing the snare from the pair: 

Using pictures to learn confusing word pairs. Journal of Experimental Education, 

72(3), 165-178. 

Kirby, J. R., Moore, P. J., & Schofield, N. J. (1988). Verbal and visual learning styles. 

Contemporary Educational Psychology, 13, 169-184. 

Kirk, R. E. (1995). Experimental design: Procedures for the behavioral sciences (3rd ed.). 

New York: Brooks/Cole. 

Kobayashi, S. (1985). An updated bibliography of picture-memory studies. Perceptual 

and Motor Skills, 61, 91-122. 

Krathwohl, D. R. (1994). Reflections on the taxonomy: Its past, present, and future.  In L. 

W. Anderson & L. A. Sosniak (Eds.), Bloom’s Taxonomy: A forty-year 

retrospective. Chicago: University of Chicago Press.  

Krathwohl, D. R. (2002). A revision of Bloom’s Taxonomy: An overview. Theory into 

Practice, 41(4), 212-218. 

Krätzig, G. P. & Arbuthnott, K. D. (2006). Perceptual learning style and learning 

proficiency: A test of the hypothesis. Journal of Educational Psychology, 98(1), 

238-246. 



 184

Lang, A., Potter, R. F., & Bolls, P. D. (1999).  Something for nothing: Is visual encoding 

automatic? Media Psychology, 1, 145-163. 

Larkin, J. H., & Simon, H. A. (1987). Why a diagram is (sometimes) worth ten thousand 

words. Cognitive Science, 11, 65-99. 

Lasswell, H. D. (1948). The structure and function of communication in society. In L. 

Bryson, (Ed.), The communication of ideas (pp. 37-51). New York: Cooper 

Square. 

Leckart, B. T. (1966). Looking time: The effects of stimulus complexity and familiarity. 

Perception and Psychophysics, 1, 142-144. 

Lee, Y. H., & Ang, S. H. (2003). Interference of picture and brand name in a multiple 

linkage ad context. Marketing Letters, 14(4), 273-288. 

Levie, W. H., & Lentz, R. (1982). Effects of text illustrations: A review of research.  

Educational Communication and Technology Journal, 30(4), 195-232. 

Levin, J. R. (1989). A transfer-appropriate processing perspective of pictures in prose. In 

H. Mandl & J. R. Levin (Eds.), Knowledge acquisition from text and pictures (pp. 

83-100). Amsterdam: North-Holland Elsevier Science.  

Levin, M. E., & Levin, J. R. (1990). Scientific mnemonomies: Methods for maximizing 

more than memory. American Educational Research Journal, 27(2), 301-321. 

Linn, M. C., & Eylon, B. S. (2006). Science education: Integrating views of learning and 

instruction. In P. A. Alexander & P. H. Winne (Eds.), Handbook of educational 

psychology (2nd ed.). (pp. 511-544). Mahwah, NJ: Lawrence Erlbaum Associates. 

Lipkus, I. M. & Hollands, J. G. (1999). The visual communication of risk. Journal of the 

National Cancer Institute Monographs, 25, 149-163.  



 185

Liu, M. & Reed, W. M. (1994). The relationship between the learning strategies and 

learning styles in a hypermedia environment. Computers in Human Behavior, 

10(4), 419-434. 

Massa, L. J. & Mayer, R. E. (2006). Testing the ATI hypothesis: Should multimedia 

instruction accommodate verbalizer-visualizer cognitive style? Learning and 

Individual Differences, 16, 321-335. 

Mayer, R. E. (1997). Multimedia learning: Are we asking the right questions? 

Educational Psychologist, 32(1), 1-19. 

Mayer, R. E., & Anderson, R. B. (1991). Animations need narrations: An experimental 

test of a dual-coding hypothesis. Journal of Educational Psychology, 83(4), 484-

490. 

Mayer, R. E., Bove, W., Bryman, A., Mars, R., & Tapangco, L. (1996). When less is 

more: Meaningful learning from visual and verbal summaries of science textbook 

lessons. Journal of Educational Psychology, 88(1), 64-73. 

Mayer, R. E., & Gallini, J. K. (1990). When is an illustration worth ten thousand words? 

Journal of Educational Psychology, 82(4), 715-726. 

Mayer, R. E., Heiser, J., & Lonn, S. (2001). Cognitive constraints on multimedia 

learning: When presenting more material results in less understanding. Journal of 

Education Psychology, 93(1), 187-198. 

Mayer, R. E., & Johnson, C. I. (2008). Revising the redundancy principle in multimedia 

learning. Journal of Educational Psychology, 100(2), 380-386. 



 186

Mayer, R. E. & Massa, L. J. (2003). Three facets of visual and verbal learners: Cognitive 

ability, cognitive style, and learning preference. Journal of Educational 

Psychology, 95(4), 833-846. 

Mayer, R. E., & Sims, V. K. (1994). For whom is a picture worth a thousand words? 

Extensions of a dual-coding theory of multimedia learning. Journal of 

Educational Psychology, 86(3), 389-401. 

McCloud, S. (1993). Understanding comics: The invisible art. New York: HaperCollins.  

McKelvie, S. J., Standing, L., St. Jean, D., & Law, J. (1993). Gender differences in 

recognition memory for faces and cars: Evidence for the interest hypothesis. 

Bulletin of the Psychonomic Society, 31(5), 447-448.  

McQuarrie, E. F., & Phillips, B. J. (2005). Indirect persuasion in advertising: How 

consumers process metaphors presented in pictures and words. Journal of 

Advertising, 34(2), 7-20. 

Mendelson, A. (2001). Effects of novelty in news photographs on attention and memory. 

Media Psychology, 3, 119-157. 

Mendelson, A. L., & Thorson, E. (2004). How verbalizers and visualizers process the 

newspaper environment, Journal of Communication, 54(3), 474-491. 

Meyers-Levy, J. & Peracchio, L. A. (1992). Getting an angle on advertising: The effect of 

camera angle on product evaluations. Journal of Marketing Research, 29, 454-

461. 

Meyers-Levy, J. & Peracchio, L. A. (1995). Understanding the effects of color: How the 

correspondence between available and required resources affects attitudes. 

Journal of Consumer Research, 22, 121-138. 



 187

Meyers-Levy, J., & Malaviya, P. (1999). Consumers’ processing of persuasive 

advertisements: An integrative framework of persuasion theories. Journal of 

Marketing, 63, 45-60. 

Molitor, S. Ballstaedt, S. P., & Mandl, H. (1989). Problems in knowledge acquisition 

from text and pictures. In H. Mandl & J. R. Levin (Eds.), Knowledge acquisition 

from text and pictures (pp. 3-35). Amsterdam: North-Holland Elsevier Science  

Needham, D. R., & Begg, I. M. (1991).  Problem-oriented raining promotes spontaneous 

analogical transfer: Memory-oriented training promotes memory for training. 

Memory & Cognition, 19(6), 543-557. 

Nelson, D. L., & Reed, V. S. (1976). On the nature of pictorial encoding: A levels-of-

processing analysis. Journal of Experimental Psychology: Human Learning and 

Memory, 2, 49-57. 

Novick, L. R. (1990). Representational transfer in problem solving. Psychological 

Science, 1(2), 128-132. 

Novick, L. R., & Hurley, S. M. (2001). To matrix, network, or hierarchy: That is the 

question. Cognitive Psychology, 42, 158-216. 

Paivio, A. (1971). Imagery and verbal processes. New York: Holt, Rinehart, and 

Winston, Inc.  

Paivio, A. (1986). Mental Representations A Dual Coding Approach. Oxford Psychology 

Series No. 9.  New York: Oxford University Press. 

Paivio, A. (1991). Dual coding theory: Retrospect and current status. Canadian Journal 

of Psychology, 45(3), 255-287. 



 188

Paivio, A. (2007). Mind and its evolution: A dual coding theoretical approach. Mahwah, 

NJ: Lawrence Erlbaum Associates. 

Paivio, A., & Csapo, K. (1973). Picture superiority in free recall: Imagery or dual coding? 

Cognitive Psychology, 5, 176-206. 

Paivio, A. & Steeves, R. (1967). Relations between personal values and imagery and 

meaningfulness of value words. Perceptual and Motor Skills, 24, 357-358. 

Park, S. M., & Gabrieli, J. D. E. (1995). Perceptual and nonperceptual components of 

implicit memory for pictures. Journal of Experimental Psychology, 21(6), 1583-

1594. 

Patrick, M. D., Carter, G., & Wiebe, E. N. (2005). Visual representations of DNA 

replication: Middle grades students’ perceptions and interpretations. Journal of 

Science Education and Technology, 14 (3), 353-365. 

Pedone, R., Hummel, J. E., & Holyoak, K. J. (2001). The use of diagrams in analogical 

problem solving. Memory & Cognition, 29(2), 214-221. 

Peeck, J. (1993). Increasing picture effects in learning from illustrated text. Learning and 

Instruction, 3: 227-238. 

Peracchio, L. A., & Meyers-Levy, J. (2005). Using stylistic properties of ad pictures to 

communicate with consumers. Journal of Consumer Research, 32, 29-40. 

Perry, N. E., Turner, J. C., & Meyer, D. K. (2006).  Classrooms as contexts for 

motivating learning.  In P.A. Alexander & P. H. Winne (Eds), Handbook of 

Educational Pscyhology (2nd ed.) (pp. 327-348). Mahwah, NJ: Lawrence Erlbaum 

Associates. 



 189

Peterson, B. K. (1983). Tables and graphs improve reader performance and reader 

reaction. Journal of Business Communication, 20(2), 47-55. 

Pezdek, K. (1977). Cross-modality semantic integration of sentence and picture memory. 

Journal of Experimental Psychology: Human Learning and Memory, 3(5), 515-

524. 

Pierce, T. (1996). The international pictograms standard. Cincinatti, OH:  ST 

Publications, Inc.  

Pizlo, Z., Salach-Golyska, M., & Rosenfeld, A. (1997).  Curve detection in a noisy 

image.  Vision Research, 37(9), 1217-1241. 

Reiff, J. C. (1992). Learning styles. Washington, D.C.: National Education Association.  

Sadoski, M., & Paivio, A. (2001). Imagery and text: A dual coding theory of reading and 

writing. Mahwah, NJ: Lawrence Erlbaum Associates. 

Salomon, G., & Perkins, D. N. (1989). Rocky roads to transfer: Rethinking mechanism of 

a neglected phenomenon. Educational Psychologist, 24(2), 113-142. 

Santos, J. R. A. (1999). Cronbach’s alpha: A tool for assessing the reliability of scales. 

Journal of Extension, 37(2). Retrieved June 7, 2007 from 

http://www.joe.org/joe/1999april/tt3.html. 

Schiefele, U. (1996). Topic interest, text representation, and quality of experience. 

Contemporary Educational Psychology, 21, 3-18. 

Schiefele, U., & Krapp, A. (1996). Topic interest and free recall of expository text. 

Learning and Individual Differences, 8(2), 141-160. 



 190

Schmitt, B. H., Tavassoli, N. T., & Millard, R. T. (1993). Memory for print ads: 

Understanding the relations among brand name, copy, and picture. Journal of 

Consumer Psychology, 2(1), 55-81. 

Schnotz, W. (2002). Towards an Integrated View of Learning From Text and Visual 

Displays. Educational Psychology Review, 14(1), 101-120. 

Schofield, N. J., & Kirby, J. R. (1994). Position location on topographical maps: Effects 

of task factors, training, and strategies. Cognition and Instruction, 12(1), 35-60. 

Shah, P., & Hoeffner, J. (2002).  Review of graph comprehension research: Implications 

for instruction. Educational Psychology Review, 14(1), 47-69. 

Shoemaker, P. J. (1996). Hardwired for news: Using biological and cultural evolution to 

explain the surveillance function. Journal of Communication, 46(3), 32-46. 

Silverman, L. K. (2002). Upside-down brilliance: The visual-spatial learner. Denver, 

CO: DeLeon.  

Slamecka, N. J., & Graf, P. (1978). The generation effect: Delineation of a phenomenon. 

Journal of Experimental Psychology, 4(6), 592-604. 

Smith, R. A. (1991). The effects of visual and verbal advertising information on 

consumers’ inferences. Journal of Advertising, 20(4), 13-24. 

Standing, L. (1973). Learning 10,000 pictures. Quarterly Journal of Experimental 

Psychology, 25, 223-228. 

Standing, L., & Smith, P. (1975). Verbal-pictorial transformations in recognition 

memory. Canadian Journal of Psychology, 29(4), 316-326. 

Standing, L., Bond, B., Hall, J., & Weller, J. (1972). A bibliography of picture-memory 

studies. Psychonomic Science, 29(6B), 406-416. 



 191

Te Linde, J. (1982). Picture-word differences in decision latency: A test of common-

coding assumptions. Journal of Experimental Psychology: Learning, Memory, 

and Cognition, 8(6), 584-598. 

Terregrossa, R. A., & Englander, V. (2000). Global teaching in an analytic environment: 

Is there madness in the method? In R. Dunn & S. A. Griggs (Eds.), Practical 

approaches to using learning styles in higher education (pp. 3-32). Westport, CT: 

Bergin & Garvey.  

Velázquez-Marcano, A., Williamson, V. M., Ashkenazi, G., Tasker, R., & Williamson, 

K. C. (2004). The use of video demonstrations and particulate animation in 

general chemistry. Journal of Science Education and Technology, 13 (3), 315-

323. 

Wanta, W. & Roark, V. (1993, August). Cognitive and affective responses to newspaper 

photographs. Paper presented to the Visual Communication Division at the 

Association for Education in Journalism and Mass Communication annual 

conference, Kansas City, MO. 

Wanta, W. (1988). The effects of dominant photographs: An agenda-setting experiment. 

Journalism Quarterly, 65, 107-111. 

Weidenmann, B. (1989). When good pictures fail: An information-processing approach 

to the effect of illustrations. In H. Mandl & J. R. Levin (Eds.), Knowledge 

acquisition from text and pictures (pp. 157-170). Amsterdam: North-Holland 

Elsevier Science  



 192

Weldon, M. S., & Coyote, K. C. (1996). Failure to find the picture superiority effect in 

implicit conceptual memory tests. Journal of Experimental Psychology: Learning, 

Memory, and Cognition, 22(3), 670-686. 

Wertheimer, M. (1967).  Gestalt theory (W. D. Ellis, Trans.).  In: W. D. Ellis (Ed.), A 

source book of gestalt psychology (pp. 1-11). New York: Humanities Press.  

(Original work published 1925). 

Zillman, D., Gibson, R., & Sargent, S. L. (1999). Effects of photographs in news-

magazine reports on issue perception. Media Psychology, 1, 207-228. 

Zillman, D., Knobloch, S., & Yu, H. S. (2001). Effects of photographs on the selective 

reading of news reports. Media Psychology, 3, 301-324. 

Zinsser, W. (1985). On writing well: An informal guide to writing non-fiction (3rd ed.). 

New York: Harper & Row. 

 
 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

APPENDICES 



 193

Appendix A: The Picture Study Condition 
 
 

 
The materials used in the picture study condition follow.  A couple pictures have been 

reduced in size in order to fit within the margin layout required for this dissertation, but the 
number of pages and the content of each page accurately represents the picture study 
condition materials. 

 

 

 
DO NOT turn the page until instructed to do 

so. 
 

DO NOT write in or otherwise mark-up this packet. 
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What does the ash tree look like? 
 

            
 

        
 
 
 

Why is the ash tree important? 
 

Trees in Indiana Cities and Towns 

40%

60%

Ash Trees

Other Trees
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What are the signs of an affected ash tree?   
 

        
 

 
 

Death Toll of Ash Trees Infested by the 
Emerald Ash Borer
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How do I identify the Emerald Ash Borer? 
 
 
 

0 ½ mile

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                      . 

½ inch 
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Where did the Emerald Ash Borer come from?  How is it spreading? 

 
 
 
 
 
 START  
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Appendix B: List of Photo Citations 
 
 

Below is a list of citations for images used in this study, including a thumbnail of 
the image, the photographer or company posting the image, the image number (when 
applicable) and the Web site URL. 
 
 Photo Citation 

Amber Interiors 
http://www.amber-interiors.com/furniture/country_ash/ 
country_ash_images/country_ash.jpg 

  
Bruce Anderson 
http://www.renewnorthfield.org/index.php?s=barrels 

 

 

Steve Baldwin  
http://www.brooklynparrots.com/2005_10_01_archive.html 

 

 

Baseball Field Equipment 
http://baseballfieldequipment.biz/tag/fastpitch-bats 

  
Tommaso Branzanti 
0012012 

 
www.forestryimages.com 

David Cappaert 
5343091 

 

www.forestryimages.com 

David Cappaert 
9009086 

 

www.forestryimages.com 

David Cappaert 
1460071 

 
www.forestryimages.com 

David Cappaert 
5110029 

 

www.forestryimages.com 

http://www.amber-interiors.com/furniture/country_ash/
http://www.forestryimages.com/
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David Cappaert 
1460072 

 www.forestryimages.com 

David Cappaert 
2100048 

 www.forestryimages.com 

Chief Ten Bears Blog 
http://chief-ten-bears.blogspot.com/2006_11_01_archive.html 

 

 

Gyorgy Csoka 
1231038 

 

www.forestryimages.com 

Steve Dewey 
1459160 

 
www.forestryimages.com 

Jodie Ellis, Purdue University 
Personal Communication 

 
 

Chris Evans 
2119053 

 

www.forestryimages.com 

Troy Evans 
5078096 

 

www.forestryimages.com 

Beat Forster 
1269044 

 

www.forestryimages.com 

Harvey Friddle 
http://friddlewood.com/custom4.html 

 

 

http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
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Geographic Guide 

 

http://www.geographicguide.net/globes/oceania.htm 

Geographic Guide 
www.maps-world.net/africa.htm 

 

 

Geographic Guide 
http://www.geographicguide.net/asia-maps.htm 

 

 

Geographic Guide 
http://www.globe-images.com/world-image.htm 

 
 

Dave Hanson, University of Minnesota 
http://www.mntca.org/images/photos/resources/treeid/ 
dec_opp_ash_green/ph_ash_green_lrg_09.jpg 

 

 

Petr Kapitola 
3570066 

 

www.forestryimages.com 

Steven Katovich 
1398031 

 

www.forestryimages.com 

Troy Kimoto 
1249003 

 

www.forestryimages.com 

Kiwanis International Mount Olive Township 
http://www.mtolivekiwanis.org/images/katrina3.jpg 

 

 

http://www.maps-world.net/africa.htm
http://www.geographicguide.net/asia-maps.htm
http://www.mntca.org/images/photos/resources/treeid/%20dec_opp_ash_green/ph_ash_green_lrg_09.jpg
http://www.mntca.org/images/photos/resources/treeid/%20dec_opp_ash_green/ph_ash_green_lrg_09.jpg
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
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Joseph LaForest 
5291050 

 

www.forestryimages.com 

Local Lender 
http://www.locallender.info/images/states/new-york.gif 

 
 

Local Lender 
http://www.locallender.info/images/states/michigan.gif 

 

 

Michigan Department of Agriculture 
1241008 

 
www.forestryimages.com 

Minnesota Department of Natural Resources Archive 
4213091 

 
www.forestryimages.com 

Mountain Woods Furniture 
http://www.mountainwoodsfurniture.com/storelocator/index.htm 

 
 

National Transport LLC 
http://www.nationaltransportllc.com/userfiles/california.gif 

 

 

Joseph O'Brien 
5031038 

 

www.forestryimages.com 

Joseph O'Brien 
5045050 

 
www.forestryimages.com 

Joseph O'Brien 
5038050 

 

www.forestryimages.com 

http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.mountainwoodsfurniture.com/storelocator/index.htm
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
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Donald Owen 
1137012 

 

www.forestryimages.com 

Pennsylvania Department of Conservation and Natural 
Resources - Forestry Archive 
5016065 

 

www.forestryimages.com 

Pennsylvania Department of Conservation and Natural 
Resources - Forestry Archive 
5017072 

 

www.forestryimages.com 

Pennsylvania Department of Conservation and Natural 
Resources - Forestry Archive 
5022036 

 

www.forestryimages.com 

Pennsylvania Department of Conservation and Natural 
Resources - Forestry Archive 
5022059 

 
www.forestryimages.com 

Toby Petrice 
1460042 

 
www.forestryimages.com 

Purdue University Department of Entomology 
Personal Communication 

 

 

Howard Russell 
1241011 

 

www.forestryimages.com 

James Solomon 
3056078 

 
www.forestryimages.com 

http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
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James Solomon 
3046015 

 

www.forestryimages.com 

TheUnknown (277) 
http://www.trekearth.com/gallery/North_America/photo10286.htm 

 

 

University of Arkansas Forest Entomology Lab Archive 
5077095 

 

www.forestryimages.com 

 

Unknown 

 

Unknown 

USDA Forest Service - Forest Health Protection - St. Paul 
Archive 
5037078 

 
www.forestryimages.com 

USDA Forest Service - North Central Research Station 
Archive 
1406225 

 

www.forestryimages.com 

E. Bradford Walker 
0907029 

 

www.forestryimages.com 

Wood Assemblers, LLC 
http://www.islandpallet.com/images/photos/pallet3.jpg 

 
 

http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
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Paul Wray 
0008490 

 

www.forestryimages.com 

Paul Wray 
0008156 

 

www.forestryimages.com 

Paul Wray 
0008495 

 
www.forestryimages.com 

Paul Wray 
0008169 

 

www.forestryimages.com 

Paul Wray 
0008014 

 

www.forestryimages.com 

 

http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/
http://www.forestryimages.com/


 205

Appendix C:  The Text Study Condition 
 
 

The materials used in the text study condition follow.  Text statements describe 
the corresponding pictures in the picture study condition, as described in the materials 
and methods. 

 

 
DO NOT turn the page until instructed to do 

so. 
 

DO NOT write in or otherwise mark-up this packet. 
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What does the ash tree look like? 
 

A single leaf is made up of about seven little leaves with smooth 
edges, three pairs growing opposite each other on either side of 
the stem with one little leaf at the end of the stem. 
 
Seeds are papery thin and hang from individual stems in clusters. 
 
The branch has twigs that grow opposite each other. 
 
The bark is rough, chunky, and diamond-shaped. 

 
 
Why is the ash tree important? 
 

40% of the trees in Indiana cities and towns are ash trees. 
 
Baseball bats 
 
Wooden chairs, tables and cabinets 
 
Axe handles 
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What are the signs of an affected ash tree?   
 

Small, D-shaped holes in the bark. 
 
Leaves sprouting from the base of a tree and further up on the 
trunk. 
 
A tree with no leaves on the top branches. 
 
A piece of a log with the bark removed, revealing S-shaped 
patterns in the wood. 
 
The death toll of ash trees infested by the Emerald Ash Borer is 
100%. 
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How do I identify the Emerald Ash Borer? 

 
 
A flying insect with four wings; it can fly ½ mile. 
 
A rectangular insect with a square head, tapered hind end, six 
legs, and small antennae; it is about ½ inch long. 

 
Larvae are cream colored with bell shaped segments; larvae 
range in size from 1 – 3 cm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 

209

 
 
Where did the Emerald Ash Borer come from?  How is it spreading? 
 
 

The Emerald Ash Borer started in Asia. 
 
Larvae were relocated in a wooden shipping box made from 
infested wood. 
 
It entered Michigan.   
 
Firewood was put into the back of a pickup truck.  The firewood 
was infested with Emerald Ash Borer larvae.  
 
The Emerald Ash Borer is now in Michigan, Illinois, Indiana, Ohio, 
Pennsylvania, Maryland, and West Virginia. 
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Appendix D: The Four Test Versions 
 
 

The four test versions follow.  Each test version had two sections that were 

handed out separately (e.g., A1 and A2).  The cover sheet for each test was printed on a 

different color paper for ease of distribution during administration. 

In tests A and C, the first section was recognition questions and the second 

section was comprehension and transfer questions.  In tests B and D, the first section was 

comprehension questions and the second section was recognition and transfer questions.  

Transfer questions were always last.  Questions that are in picture modality on tests A 

and B are in text modality on tests C and D.  Questions that are in text modality on tests 

A and B are in picture modality on tests C and D.  Further detail may be found in the 

materials and methods. 

Please note: some photos were resized smaller here in order to accommodate the 

margin requirements for this dissertation.  The number of pages, the questions per page, 

and the approximate layouts are accurate. 
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Please circle A1 next to SECTION 1 on your 
answer sheet. 

 
Once you have circled A1 on your answer sheet, 

you may turn the page and begin. 
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Think about the four pages of information you saw on the Emerald Ash Borer.  In 
each of the following sets, choose the picture or phrase that best matches 
information you saw. Choose the one letter that looks most familiar to you, and 
mark this answer on your answer sheet under SECTION 1.  After answering each 
set, please mark on the scale of 1-5 how confident you are that your answer is 
correct (1=not at all confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 
1)  

 a.                 b.                    c.                     

½ inch ½ inch 
½ inch 

 
 
2) 

a.     b.     c.   
 
 
3) 

a. A piece of a log with the bark removed, revealing S-shaped patterns in the 
wood. 

 
b. A piece of a log with the bark removed, revealing two jagged lines in the 

wood. 
 

c. A piece of a log with the bark removed, revealing a deep groove down the 
center. 
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4) 
a. Michigan forest acreage increased from 8000 to 28000 acres between 

1935 and 2003. 
 

b. Northern hardwood forests increased from 8 million cubic feet to 12 million 
cubic feet between 1980 and 1993. 

 
c. 40% of the trees in Indiana cities and towns are ash trees. 

 
 
5) 

a.       b.     c.  
 
 
6) 
 

a. A swarm of flying insects; they are above pine trees.  
 
b. A flying insect with four wings; it can fly ½ mile. 
 
c. A bird with something in its beak; it is taking off in flight.  

 
7) 
 

a.   b.   c.   
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8) 

a. Larvae were relocated in a cardboard box filled with packing peanuts. 
 
b. Larvae were relocated in a wooden shipping box made from infested 

wood. 
 

c. Larvae were relocated in a barrel made from infested wood and metal. 
 
 
 
9) 
 

a.     b.     c.   
 
 
 
 
10) 

a. The Emerald Ash Borer started in Africa. 
 

b. The Emerald Ash Borer started in North America. 
 

c. The Emerald Ash Borer started in Asia. 
 
 
 
11) 

a. A man with a gas mask fills a tank in the back of a pickup truck.  
 
b. Firewood was put into the back of a pickup truck.   

 
c. A man pushes a log into a woodchipper. 
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12) 
 

 
 
 
a.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
b.  
 
 
 
 
 
 
 
 
 
 
 
 
 
c. 

 
 
 

 
 
 
 
 

Stop.  Please raise your hand to receive SECTION 2. 
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Please circle A2 next to SECTION 2 on your 
answer sheet. 

 
Once you have circled A2 on your answer sheet, 

you may turn the page and begin. 
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Consider the four pages of information you saw on the Emerald Ash Borer.  
Then, answer the following questions by choosing the one best answer 
from the three choices.  Mark your answer on your answer sheet under 
SECTION 2.  After you have answered each question, please mark on the 
scale of 1-5 how confident you are that your answer is correct (1=not at all 
confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or 
otherwise mark-up this test. 
 
 
 
1) When a tree becomes damaged by the Emerald Ash Borer, what part of the tree loses 
its leaves FIRST? 
 

a.     b.     c.     
 
 
 
 
2) Suppose the Emerald Ash Borer has been found in a city 10 miles from your house.  If 

the Emerald Ash Borer moved ONLY by natural migration, how long would it take 
before the trees around your house were in danger? 

 
a. Five years 

 
b. Ten years 

 
c. Twenty years 
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3) Which of the following is a common sign of the Emerald Ash Borer? 
 

a. Grooves in wood that begin at a central point and move outward like a starburst. 
 

b. Grooves in wood that begin at one end and move back and forth like a coil. 
 

c. Grooves in wood that begin at one end and move straight through like a knife cut.  
 
 
 
4) Which of the following are traits of the tree which the Emerald Ash Borer attacks? 
 
 
 
 
a.      
 
 
 
 
 
 
 
 
 
b.    
 
 
 
 
 
 
 
 
 
c.      
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5) The Emerald Ash Borer was first found in the United States in what state? 
 
 
 
 
a.                                                                                       b. 
 
              
 
 
 
 
 
 
 
 
 
c. 
 
 
 
 
 
 
 
 
 
 
 
6) A city in Indiana has 200 trees.  How many of them are likely Ash trees? 
 

a. Eighty 
 

b. Forty 
 

c. Twenty 
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7) Which of the following best shows the way the Emerald Ash Borer first entered the 

United States? 
 

a. Wooden pallets (platforms which help move large items). 
 

b. Firewood was put into the back of a pickup truck. 
 

c. Wooden chairs, tables, and cabinets. 
 
 
 
 
8) The Emerald Ash Borer has now been found in how many states? 

0
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9) The Emerald Ash Borer’s native region includes territory on which of the following 

continents? 
 

a. Asia 
 

b. Africa 
 

c. Australia 
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10) You are given three pictures of adult insects, except the insect has been blacked out so 
you can only see an oval silhouette.  Using the context of the picture, which of the 
following is most likely the Emerald Ash Borer? 
 
 

a.     b.      c.   
 
 
 
11) Suppose you had the option of stopping one of the following activities.  Which one 

would most reduce the spread of the Emerald Ash Borer? 
 

a. Men loading wooden furniture into a truck. 
 

b. A lady putting firewood into a truck. 
 

c. An adult Emerald Ash Borer flying away. 
 
 
 
12) Which of the following best indicates damage resulting from the Emerald Ash Borer? 
 

a.     b.     c.    
 
 
 
 
 

This is the end of SECTION 2.  Please turn the page to begin SECTION 3.  
Once you begin SECTION 3, please do not return to a previous section. 



 222

SECTION 3A.  Please do not look back at previous sections. 
 

A. Please read the following scenario.  For each sentence numbered 1-13 in the 
scenario, decide whether what the expert said was correct or incorrect.  Mark 
your answer next to the corresponding number in SECTION 3A of your answer 
sheet.  Then, indicate how confident you are that your answer is correct. 

 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 

0Suppose your friend recently bought a house and was approached by someone 

claiming to be an expert in Emerald Ash Borer identification.  1The expert starts out by 

saying that it is important to keep an eye out for the Emerald Ash Borer, because once the 

Emerald Ash Borer has arrived, all of your friend’s Ash trees will die!  2This invasive 

insect, he says, first arrived in the United States when several adult Emerald Ash Borers 

were accidentally transported in wooden shipping boxes from Asia.  3From there, natural 

migration has resulted in the Emerald Ash Borer’s rapid spread to other states, including 

Indiana. 
4He says you can identify the adult Emerald Ash Borer by the spots of color on its 

back.  5Another feature, he says, is that the Emerald Ash Borer can fly. 
6The expert begins his investigation and points to a tree with clusters of single, 

papery-thin seeds; he says this is an Ash Tree.  7Ash trees, he says, also have compound 

leaves, or a single leaf that consists of several little leaves.  8The expert says one sign of 

the Emerald Ash Borer is the fact that the tree is losing all of its lower leaves.  9He says 

another sign is the fact that leaves are beginning to sprout out of the base of the trunk.  
10He also points to pointy, diamond-shaped holes in the bark and says that is a sure sign 

of the Emerald Ash Borer.  11He kicks at the roots of the tree which are showing above 

ground, and says this is another common symptom.  12Finally, he peels back a piece of 

bark to show black larvae tunneling in distinctive, curvy patterns, and says your friend 

needs no more proof than that.  13The expert concludes that based on all this evidence, 

this tree is infested with the Emerald Ash Borer.   

 
 
Once you have recorded your answers on the answer sheet, continue to SECTION 3B. 
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SECTION 3B.  Please do not look back at previous sections. 
 
B.  Please read the following information.  Considering this new information, as 

well as what you remember from the information you saw earlier, answer the 
questions on your answer sheet. 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 

 
 

In Asia, Ash trees co-evolved with the Emerald Ash Borer and developed a 
unique protection system that allows them to survive an Emerald Ash Borer attack.  
The trees grow over and suffocate the larvae.  If you inspect an Asian Ash tree that 
has been attacked by the Emerald Ash Borer, you may find a dead larva trapped 
inside, but you will not see the other internal and external signs you would see in a 
North American tree that has been attacked.   
 

Ecologists don’t know yet how the Emerald Ash Borer will affect America’s 
forests.  About 6% of forest trees are Ash.  As low story trees, they shade the forest 
floor, and as water-loving trees they are frequently found along streams.  If there were 
no Ash trees, the forest canopy could open up.  Sunlight could reach the previously 
shady forest floor, altering the ecology and causing algae to grow in streams. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This is the end of SECTION 3.  Please complete the SECTION 4 questions 
on your answer sheet and turn in everything when you are done. 
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Please circle B1 next to SECTION 1 on your 
answer sheet. 

 
Once you have circled B1 on your answer sheet, 

you may turn the page and begin. 
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Consider the four pages of information you saw on the Emerald Ash Borer.  
Then, answer the following questions by choosing the one best answer 
from the three choices.  Mark your answer on your answer sheet under 
SECTION 1.  After you have answered each question, please mark on the 
scale of 1-5 how confident you are that your answer is correct (1=not at all 
confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or 
otherwise mark-up this test. 
 
 
 
1) When a tree becomes damaged by the Emerald Ash Borer, what part of the tree loses 
its leaves FIRST? 
 

a.     b.     c.     
 
 
 
 
2) Suppose the Emerald Ash Borer has been found in a city 10 miles from your house.  If 

the Emerald Ash Borer moved ONLY by natural migration, how long would it take 
before the trees around your house were in danger? 

 
a. Five years 

 
b. Ten years 

 
c. Twenty years 
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3) Which of the following is a common sign of the Emerald Ash Borer? 
 

a. Grooves in wood that begin at a central point and move outward like a starburst. 
 

b. Grooves in wood that begin at one end and move back and forth like a coil. 
 

c. Grooves in wood that begin at one end and move straight through like a knife cut.  
 
 
 
4) Which of the following are traits of the tree which the Emerald Ash Borer attacks? 
 
 
 
 
a.      
 
 
 
 
 
 
 
 
 
b.    
 
 
 
 
 
 
 
 
 
c.      
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5) The Emerald Ash Borer was first found in the United States in what state? 
 
 
 
 
a.                                                                                       b. 
 
              
 
 
 
 
 
 
 
 
 
c. 
 
 
 
 
 
 
 
 
 
 
 
6) A city in Indiana has 200 trees.  How many of them are likely Ash trees? 
 

a. Eighty 
 

b. Forty 
 

c. Twenty 
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7) Which of the following best shows the way the Emerald Ash Borer first entered the 

United States? 
 

a. Wooden pallets (platforms which help move large items). 
 

b. Firewood was put into the back of a pickup truck. 
 

c. Wooden chairs, tables, and cabinets. 
 
 
 
 
8) The Emerald Ash Borer has now been found in how many states? 
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9) The Emerald Ash Borer’s native region includes territory on which of the following 

continents? 
 

a. Asia 
 

b. Africa 
 

c. Australia 
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10) You are given three pictures of adult insects, except the insect has been blacked out so 
you can only see an oval silhouette.  Using the context of the picture, which of the 
following is most likely the Emerald Ash Borer? 
 
 

a.     b.      c.   
 
 
 
11) Suppose you had the option of stopping one of the following activities.  Which one 

would most reduce the spread of the Emerald Ash Borer? 
 

a. Men loading wooden furniture into a truck. 
 

b. A lady putting firewood into a truck. 
 

c. An adult Emerald Ash Borer flying away. 
 
 
 
12) Which of the following best indicates damage resulting from the Emerald Ash Borer? 
 

a.     b.     c.    
 
 
 
 

Stop.  Please raise your hand to receive SECTION 2. 
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Please circle B2 next to SECTION 2 on your 
answer sheet. 

 
Once you have circled B2 on your answer sheet, 

you may turn the page and begin. 
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Think about the four pages of information you saw on the Emerald Ash Borer.  In 
each of the following sets, choose the picture or phrase that best matches 
information you saw. Choose the one letter that looks most familiar to you, and 
mark this answer on your answer sheet under SECTION 2.  After answering each 
set, please mark on the scale of 1-5 how confident you are that your answer is 
correct (1=not at all confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 
1)  

 a.                 b.                    c.                     

½ inch ½ inch 
½ inch 

 
 
2)  

a.     b.     c.   
 
 
3) 

a. A piece of a log with the bark removed, revealing S-shaped patterns in the 
wood. 

 
b. A piece of a log with the bark removed, revealing two jagged lines in the 

wood. 
 

c. A piece of a log with the bark removed, revealing a deep groove down the 
center. 



 232

4) 
a. Michigan forest acreage increased from 8000 to 28000 acres between 

1935 and 2003. 
 

b. Northern hardwood forests increased from 8 million cubic feet to 12 million 
cubic feet between 1980 and 1993. 

 
c. 40% of the trees in Indiana cities and towns are ash trees. 

 
 
 
5) 

a.       b.     c.  
 
 
6) 

a. A swarm of flying insects; they are above pine trees.  
 
b. A flying insect with four wings; it can fly ½ mile. 
 
c. A bird with something in its beak; it is taking off in flight.  

 
7) 
 

a.   b.   d.   
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8) 

a. Larvae were relocated in a cardboard box filled with packing peanuts. 
 
b. Larvae were relocated in a wooden shipping box made from infested 

wood. 
 

c. Larvae were relocated in a barrel made from infested wood and metal. 
 
 
 
9) 
 

a.     b.     c.   
 
 
 
 
10) 

a. The Emerald Ash Borer started in Africa. 
 

b. The Emerald Ash Borer started in North America. 
 

c. The Emerald Ash Borer started in Asia. 
 
 
 
11) 

a. A man with a gas mask fills a tank in the back of a pickup truck.  
 
b. Firewood was put into the back of a pickup truck.   

 
c. A man pushes a log into a woodchipper. 
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12) 
 

 
 
 
a.    
 
 
 
 
 
 
 
 
 
 
 
 
 
b.  
 
 
 
 
 
 
 
 
 
 
 
 
c. 

 
 
 

 
 
 
 

 
 
 

This is the end of SECTION 2.  Please turn the page to begin SECTION 3.  
Once you begin SECTION 3, please do not return to a previous section. 
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SECTION 3A.  Please do not look back at previous sections. 
 

A. Please read the following scenario.  For each sentence numbered 1-13 in the 
scenario, decide whether what the expert said was correct or incorrect.  Mark 
your answer next to the corresponding number in SECTION 3A of your answer 
sheet.  Then, indicate how confident you are that your answer is correct. 

 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 

0Suppose your friend recently bought a house and was approached by someone 

claiming to be an expert in Emerald Ash Borer identification.  1The expert starts out by 

saying that it is important to keep an eye out for the Emerald Ash Borer, because once the 

Emerald Ash Borer has arrived, all of your friend’s Ash trees will die!  2This invasive 

insect, he says, first arrived in the United States when several adult Emerald Ash Borers 

were accidentally transported in wooden shipping boxes from Asia.  3From there, natural 

migration has resulted in the Emerald Ash Borer’s rapid spread to other states, including 

Indiana. 
4He says you can identify the adult Emerald Ash Borer by the spots of color on its 

back.  5Another feature, he says, is that the Emerald Ash Borer can fly. 
6The expert begins his investigation and points to a tree with clusters of single, 

papery-thin seeds; he says this is an Ash Tree.  7Ash trees, he says, also have compound 

leaves, or a single leaf that consists of several little leaves.  8The expert says one sign of 

the Emerald Ash Borer is the fact that the tree is losing all of its lower leaves.  9He says 

another sign is the fact that leaves are beginning to sprout out of the base of the trunk.  
10He also points to pointy, diamond-shaped holes in the bark and says that is a sure sign 

of the Emerald Ash Borer.  11He kicks at the roots of the tree which are showing above 

ground, and says this is another common symptom.  12Finally, he peels back a piece of 

bark to show black larvae tunneling in distinctive, curvy patterns, and says your friend 

needs no more proof than that.  13The expert concludes that based on all this evidence, 

this tree is infested with the Emerald Ash Borer.   

 
 
Once you have recorded your answers on the answer sheet, continue to SECTION 3B. 
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SECTION 3B.  Please do not look back at previous sections. 
 
B.  Please read the following information.  Considering this new information, as 

well as what you remember from the information you saw earlier, answer the 
questions on your answer sheet. 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 

 
 

In Asia, Ash trees co-evolved with the Emerald Ash Borer and developed a 
unique protection system that allows them to survive an Emerald Ash Borer attack.  
The trees grow over and suffocate the larvae.  If you inspect an Asian Ash tree that 
has been attacked by the Emerald Ash Borer, you may find a dead larva trapped 
inside, but you will not see the other internal and external signs you would see in a 
North American tree that has been attacked.   
 

Ecologists don’t know yet how the Emerald Ash Borer will affect America’s 
forests.  About 6% of forest trees are Ash.  As low story trees, they shade the forest 
floor, and as water-loving trees they are frequently found along streams.  If there were 
no Ash trees, the forest canopy could open up.  Sunlight could reach the previously 
shady forest floor, altering the ecology and causing algae to grow in streams. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This is the end of SECTION 3.  Please complete the SECTION 4 questions 
on your answer sheet and turn in everything when you are done. 
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Please circle C1 next to SECTION 1 on your 

answer sheet. 
 

Once you have circled C1 on your answer sheet, 
you may turn the page and begin. 
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Think about the four pages of information you saw on the Emerald Ash Borer.  In 
each of the following sets, choose the picture or phrase that best matches 
information you saw. Choose the one letter that looks most familiar to you, and 
mark this answer on your answer sheet under SECTION 1.  After answering each 
set, please mark on the scale of 1-5 how confident you are that your answer is 
correct (1=not at all confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 
1) 

a. A segmented insect with a small head, rounded hind end, long legs, and 
small spots on its back; it is about ¾ inch long. 

 
b. A rectangular insect with a square head, tapered hind end, six legs, and 

small antennae; it is about ½ inch long. 
 

c. A rectangular insect with a round head, tapered hind end, six legs, and 
large spots on its back; it is about ½  inch long. 

 
 
2) 

a. A tree with no leaves on the top branches. 
 
b. A tree with no leaves on any branches. 
 
c. A tree with many leaves on its branches. 

 
 
3) 

a.     b.     c.   
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4) Growth in Northern Hardwood 
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c.  

 
 
 
 
 
 
 
 
 
 
 
5) 

a. It entered California. 
 

b. It entered Michigan. 
 

c. It entered New York. 
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0 ½ mile

6) 
 
 
a.                                                             b.     
 
 
 
 
 
 
 
 
 
 
c.                               

 
 
 
 
 
 
 
7) 

a. Leaves sprouting from the base of a tree and further up on the trunk. 
 

b. Roots showing above ground surrounding the base of a tree. 
 

c. Mushrooms growing from a tree trunk midway up on the tree. 
 
 
8)  

     a.         b.        c.  



 241

 
 
9) 

a. The branch has twigs and buds that do not grow opposite each other. 
 

b. The branch has bark partially missing with sap dripping from the branch. 
 

c. The branch has twigs that grow opposite each other.  
 
 
10) 

 
 
 
 

START
a. 
 
 
 
 
 
 
 

START 

 
 
b. 
 
 
 
 
 
 
 
 

START 
c. 
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11) 

a.     b.     c.   
 
 
 
12) 

a. The Emerald Ash Borer is now in Maine, New Hampshire, Vermont, New 
York, Massachusetts, and Pennsylvania. 

 
b. The Emerald Ash Borer is now in Illinois, Indiana, Kentucky, and 

Tennessee. 
 

c. The Emerald Ash Borer is now in Michigan, Illinois, Indiana, Ohio, 
Pennsylvania, Maryland, and West Virginia. 

 
 
 
 
 
 
 
 
 
 
 

Stop.  Please raise your hand to receive SECTION 2. 
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Please circle C2 next to SECTION 2 on your 
answer sheet. 

 
 

Once you have circled C2 on your answer sheet,  
you may turn the page and begin. 
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Consider the four pages of information you saw on the Emerald Ash Borer.  
Then, answer the following questions by choosing the one best answer 
from the three choices.  Mark your answer on your answer sheet under 
SECTION 2.  After you have answered each question, please mark on the 
scale of 1-5 how confident you are that your answer is correct (1=not at all 
confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or 
otherwise mark-up this test. 
 
 
 
1) When a tree becomes damaged by the Emerald Ash Borer, what part of the tree loses 

its leaves FIRST? 
 

a. The bottom third of the tree. 
 

b. The middle third of the tree. 
 

c. The top third of the tree. 
 
 
 
2) Suppose the Emerald Ash Borer has been found in a city 10 miles from your house.  If 

the Emerald Ash Borer moved ONLY by natural migration, how long would it take 
before the trees around your house were in danger? 
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3) Which of the following is a common sign of the Emerald Ash Borer? 
 

a.     b.                                         c.   
 
 
 
 
4) Which of the following are traits of the tree which the Emerald Ash Borer attacks? 
 

a. Branch with twigs growing in staggered pairs (not opposite each other); bark with 
a rough texture that is diamond shaped. 

 
b. Little leaves with a serrated edge growing on the stem in staggered pairs (not 

opposite each other); papery thin seeds hanging in pairs. 
 

c. Little leaves with a smooth edge growing on the stem in mirror-image pairs 
(opposite each other); branch with twigs growing in mirror-image pairs on either 
side of the branch. 

 
 
 
 
5) The Emerald Ash Borer was first found in the United States in what state? 
 

a. Maryland 
 

b. Indiana 
 

c. Michigan 
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6) A city in Indiana has 200 trees.  How many of them are likely Ash trees? 
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7) Which of the following best shows the way the Emerald Ash Borer first entered the 
United States? 
 

a.     b.     c.  
 
 
 
 
8) The Emerald Ash Borer has now been found in how many states? 
 

a. Five 
 
b. Seven 

 
c. Nine 
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9) The Emerald Ash Borer’s native region includes territory on which of the following 
continents? 
 

a.     b.     c.     
 
 
10) You are given three pictures of adult insects, except the insect has been blacked out so 

you can only see an oval silhouette.  Using the context of the picture, which of the 
following is most likely the Emerald Ash Borer? 

 
a. A picture of a penny.  The length of the insect covers about 2/3 of the penny. 

 
b. A picture of a metric ruler.  The length of the insect covers about 3 mm. 

 
c. A picture of an inch ruler.  The length of the insect covers about 3 inches. 

 
 
11) Suppose you had the option of stopping one of the following activities.  Which one 

would most reduce the spread of the Emerald Ash Borer? 
 

a.     b.     c.  
 
12) Which of the following best indicates damage resulting from the Emerald Ash Borer? 
 

a. Small oval holes in the end of a log. 
 

b. Leafy growth coming from a tree trunk. 
 

c. Pale patches in the center of the leaves. 
 

This is the end of SECTION 2.  Please turn the page to begin SECTION 3.  
Once you begin SECTION 3, please do not return to a previous section. 
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SECTION 3A.  Please do not look back at previous sections. 
 

A. Please read the following scenario.  For each sentence numbered 1-13 in the 
scenario, decide whether what the expert said was correct or incorrect.  Mark 
your answer next to the corresponding number in SECTION 3A of your answer 
sheet.  Then, indicate how confident you are that your answer is correct. 

 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 

0Suppose your friend recently bought a house and was approached by someone 

claiming to be an expert in Emerald Ash Borer identification.  1The expert starts out by 

saying that it is important to keep an eye out for the Emerald Ash Borer, because once the 

Emerald Ash Borer has arrived, all of your friend’s Ash trees will die!  2This invasive 

insect, he says, first arrived in the United States when several adult Emerald Ash Borers 

were accidentally transported in wooden shipping boxes from Asia.  3From there, natural 

migration has resulted in the Emerald Ash Borer’s rapid spread to other states, including 

Indiana. 
4He says you can identify the adult Emerald Ash Borer by the spots of color on its 

back.  5Another feature, he says, is that the Emerald Ash Borer can fly. 
6The expert begins his investigation and points to a tree with clusters of single, 

papery-thin seeds; he says this is an Ash Tree.  7Ash trees, he says, also have compound 

leaves, or a single leaf that consists of several little leaves.  8The expert says one sign of 

the Emerald Ash Borer is the fact that the tree is losing all of its lower leaves.  9He says 

another sign is the fact that leaves are beginning to sprout out of the base of the trunk.  
10He also points to pointy, diamond-shaped holes in the bark and says that is a sure sign 

of the Emerald Ash Borer.  11He kicks at the roots of the tree which are showing above 

ground, and says this is another common symptom.  12Finally, he peels back a piece of 

bark to show black larvae tunneling in distinctive, curvy patterns, and says your friend 

needs no more proof than that.  13The expert concludes that based on all this evidence, 

this tree is infested with the Emerald Ash Borer.   

 
Once you have recorded your answers on your answer sheet, continue to 

SECTION 3B. 
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SECTION 3B.  Please do not look back at previous sections. 
 
B.  Please read the following information.  Considering this new information, as 

well as what you remember from the information you saw earlier, answer the 
questions on your answer sheet. 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 

 
 

In Asia, Ash trees co-evolved with the Emerald Ash Borer and developed a 
unique protection system that allows them to survive an Emerald Ash Borer attack.  
The trees grow over and suffocate the larvae.  If you inspect an Asian Ash tree that 
has been attacked by the Emerald Ash Borer, you may find a dead larva trapped 
inside, but you will not see the other internal and external signs you would see in a 
North American tree that has been attacked.   
 

Ecologists don’t know yet how the Emerald Ash Borer will affect America’s 
forests.  About 6% of forest trees are Ash.  As low story trees, they shade the forest 
floor, and as water-loving trees they are frequently found along streams.  If there were 
no Ash trees, the forest canopy could open up.  Sunlight could reach the previously 
shady forest floor, altering the ecology and causing algae to grow in streams. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This is the end of SECTION 3.  Please complete the SECTION 4 questions 
on your answer sheet and turn in everything when you are done. 
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Please circle D1 next to SECTION 1 on your 
answer sheet. 

 
 

Once you have circled D1 on your answer sheet,  
you may turn the page and begin. 
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Consider the four pages of information you saw on the Emerald Ash Borer.  
Then, answer the following questions by choosing the one best answer 
from the three choices.  Mark your answer on your answer sheet under 
SECTION 1.  After you have answered each question, please mark on the 
scale of 1-5 how confident you are that your answer is correct (1=not at all 
confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or 
otherwise mark-up this test. 
 
 
 
1) When a tree becomes damaged by the Emerald Ash Borer, what part of the tree loses 

its leaves FIRST? 
 

a. The bottom third of the tree. 
 

b. The middle third of the tree. 
 

c. The top third of the tree. 
 
 
 
2) Suppose the Emerald Ash Borer has been found in a city 10 miles from your house.  If 

the Emerald Ash Borer moved ONLY by natural migration, how long would it take 
before the trees around your house were in danger? 
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3) Which of the following is a common sign of the Emerald Ash Borer? 
 

a.     b.                                         c.   
 
 
 
 
4) Which of the following are traits of the tree which the Emerald Ash Borer attacks? 
 

a. Branch with twigs growing in staggered pairs (not opposite each other); bark with 
a rough texture that is diamond shaped. 

 
b. Little leaves with a serrated edge growing on the stem in staggered pairs (not 

opposite each other); papery thin seeds hanging in pairs. 
 

c. Little leaves with a smooth edge growing on the stem in mirror-image pairs 
(opposite each other); branch with twigs growing in mirror-image pairs on either 
side of the branch. 

 
 
 
 
5) The Emerald Ash Borer was first found in the United States in what state? 
 

a. Maryland 
 

b. Indiana 
 

c. Michigan 
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6) A city in Indiana has 200 trees.  How many of them are likely Ash trees? 
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7) Which of the following best shows the way the Emerald Ash Borer first entered the 
United States? 
 

a.     b.     c.  
 
 
 
 
8) The Emerald Ash Borer has now been found in how many states? 
 

a. Five 
 
b. Seven 

 
c. Nine 

 
 
 



 254

9) The Emerald Ash Borer’s native region includes territory on which of the following 
continents? 
 

a.     b.     c.     
 
 
10) You are given three pictures of adult insects, except the insect has been blacked out so 

you can only see an oval silhouette.  Using the context of the picture, which of the 
following is most likely the Emerald Ash Borer? 

 
a. A picture of a penny.  The length of the insect covers about 2/3 of the penny. 

 
b. A picture of a metric ruler.  The length of the insect covers about 3 mm. 

 
c. A picture of an inch ruler.  The length of the insect covers about 3 inches. 

 
 
11) Suppose you had the option of stopping one of the following activities.  Which one 

would most reduce the spread of the Emerald Ash Borer? 
 

a.     b.     c.  
 
 
12) Which of the following best indicates damage resulting from the Emerald Ash Borer? 
 

a. Small oval holes in the end of a log. 
 

b. Leafy growth coming from a tree trunk. 
 

c. Pale patches in the center of the leaves. 
 

Stop.  Please raise your hand to receive SECTION 2. 
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Please circle D2 next to SECTION 2 on your 

answer sheet. 
 

Once you have circled D2 on your answer sheet, 
you may turn the page and begin. 
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Think about the four pages of information you saw on the Emerald Ash Borer.  In 
each of the following sets, choose the picture or phrase that best matches 
information you saw. Choose the one letter that looks most familiar to you, and 
mark this answer on your answer sheet under SECTION 2.  After answering each 
set, please mark on the scale of 1-5 how confident you are that your answer is 
correct (1=not at all confident; 5=very confident). 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 
 
1) 

a. A segmented insect with a small head, rounded hind end, long legs, and 
small spots on its back; it is about ¾ inch long. 

 
b. A rectangular insect with a square head, tapered hind end, six legs, and 

small antennae; it is about ½ inch long. 
 

c. A rectangular insect with a round head, tapered hind end, six legs, and 
large spots on its back; it is about ½  inch long. 

 
 
2) 

a. A tree with no leaves on the top branches. 
 
b. A tree with no leaves on any branches. 
 
c. A tree with many leaves on its branches. 

 
 
 
3) 

a.     b.     c.   
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4) Growth in Northern Hardwood 
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5) 

a. It entered California. 
 

b. It entered Michigan. 
 

c. It entered New York. 
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0 ½ mile

6) 
 
 
a.                                                              b.     
 
 
 
 
 
 
 
 
 
 
c.                               

 
 
 
 
 
 
 
7) 

a. Leaves sprouting from the base of a tree and further up on the trunk. 
 

b. Roots showing above ground surrounding the base of a tree. 
 

c. Mushrooms growing from a tree trunk midway up on the tree. 
 
 
8)  

     a.         b.        c.  
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9) 

a. The branch has twigs and buds that do not grow opposite each other. 
 

b. The branch has bark partially missing with sap dripping from the branch. 
 

c. The branch has twigs that grow opposite each other.  
 
 
10) 

 
 
 
 

START
a. 
 
 
 
 
 
 
 

START 

 
 
b. 
 
 
 
 
 
 
 
 

START 
c. 
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11) 

a.     b.     c.   
 
 
 
12) 

a. The Emerald Ash Borer is now in Maine, New Hampshire, Vermont, New 
York, Massachusetts, and Pennsylvania. 

 
b. The Emerald Ash Borer is now in Illinois, Indiana, Kentucky, and 

Tennessee. 
 

c. The Emerald Ash Borer is now in Michigan, Illinois, Indiana, Ohio, 
Pennsylvania, Maryland, and West Virginia. 

 
 
 
 
 
 
 
 
 
 
 

This is the end of SECTION 2.  Please turn the page to begin SECTION 3.  
Once you begin SECTION 3, please do not return to a previous section. 
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SECTION 3A.  Please do not look back at previous sections. 
 

A. Please read the following scenario.  For each sentence numbered 1-13 in the 
scenario, decide whether what the expert said was correct or incorrect.  Mark 
your answer next to the corresponding number in SECTION 3A of your answer 
sheet.  Then, indicate how confident you are that your answer is correct. 

 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 

 
0Suppose your friend recently bought a house and was approached by someone 

claiming to be an expert in Emerald Ash Borer identification.  1The expert starts out by 

saying that it is important to keep an eye out for the Emerald Ash Borer, because once the 

Emerald Ash Borer has arrived, all of your friend’s Ash trees will die!  2This invasive 

insect, he says, first arrived in the United States when several adult Emerald Ash Borers 

were accidentally transported in wooden shipping boxes from Asia.  3From there, natural 

migration has resulted in the Emerald Ash Borer’s rapid spread to other states, including 

Indiana. 
4He says you can identify the adult Emerald Ash Borer by the spots of color on its 

back.  5Another feature, he says, is that the Emerald Ash Borer can fly. 
6The expert begins his investigation and points to a tree with clusters of single, 

papery-thin seeds; he says this is an Ash Tree.  7Ash trees, he says, also have compound 

leaves, or a single leaf that consists of several little leaves.  8The expert says one sign of 

the Emerald Ash Borer is the fact that the tree is losing all of its lower leaves.  9He says 

another sign is the fact that leaves are beginning to sprout out of the base of the trunk.  
10He also points to pointy, diamond-shaped holes in the bark and says that is a sure sign 

of the Emerald Ash Borer.  11He kicks at the roots of the tree which are showing above 

ground, and says this is another common symptom.  12Finally, he peels back a piece of 

bark to show black larvae tunneling in distinctive, curvy patterns, and says your friend 

needs no more proof than that.  13The expert concludes that based on all this evidence, 

this tree is infested with the Emerald Ash Borer.   

 
Once you have recorded your answers on the answer sheet, continue to SECTION 3B. 
 



 262

 
 

SECTION 3B.  Please do not look back at previous sections. 
 
B.  Please read the following information.  Considering this new information, as 

well as what you remember from the information you saw earlier, answer the 
questions on your answer sheet. 
 
Record all answers on the answer sheet.  Please do not write in or otherwise 
mark-up this test. 

 
 

In Asia, Ash trees co-evolved with the Emerald Ash Borer and developed a 
unique protection system that allows them to survive an Emerald Ash Borer attack.  
The trees grow over and suffocate the larvae.  If you inspect an Asian Ash tree that 
has been attacked by the Emerald Ash Borer, you may find a dead larva trapped 
inside, but you will not see the other internal and external signs you would see in a 
North American tree that has been attacked.   
 

Ecologists don’t know yet how the Emerald Ash Borer will affect America’s 
forests.  About 6% of forest trees are Ash.  As low story trees, they shade the forest 
floor, and as water-loving trees they are frequently found along streams.  If there were 
no Ash trees, the forest canopy could open up.  Sunlight could reach the previously 
shady forest floor, altering the ecology and causing algae to grow in streams. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This is the end of SECTION 3.  Please complete the SECTION 4 questions 
on your answer sheet and turn in everything when you are done. 
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Appendix E: The Answer Sheet 
 
 
 

A copy of the answer sheet follows.  The answer sheet used by both study 

conditions was identical, except in the header for the picture study condition there was a 

P, and in the header for the text study condition there was a T. 

 
SECTION 1.   
 
 
Please circle the letter of your test booklet:   A1    B1    C1    D1 
 
 
Circle the correct answer. Indicate how confident you are that your answer is correct.   
     Not at all Confident    Very Confident 

1.   a b c     1 2 3 4 5 

2.   a b c     1 2 3 4 5 

3.   a b c     1 2 3 4 5 

4.   a b c     1 2 3 4 5 

5.   a b c     1 2 3 4 5 

6.   a b c     1 2 3 4 5 

7.   a b c     1 2 3 4 5 

8.   a b c     1 2 3 4 5 

9.   a b c     1 2 3 4 5 

10.   a b c     1 2 3 4 5 

11.   a b c     1 2 3 4 5 

12.   a b c     1 2 3 4 5 
 
 

Stop.  Please raise your hand to receive the SECTION 2 test booklet. 
 

Once you have received the SECTION 2 test booklet, you may turn the page 
and continue. 
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 SECTION 2.   
 
 
Please circle the letter of your test booklet:    A2    B2    C2    D2 
 
 
Circle the correct answer. Indicate how confident you are that your answer is correct.   
     Not at all Confident    Very Confident 

1.   a b c     1 2 3 4 5 

2.   a b c     1 2 3 4 5 

3.   a b c     1 2 3 4 5 

4.   a b c     1 2 3 4 5 

5.   a b c     1 2 3 4 5 

6.   a b c     1 2 3 4 5 

7.   a b c     1 2 3 4 5 

8.   a b c     1 2 3 4 5 

9.   a b c     1 2 3 4 5 

10.   a b c     1 2 3 4 5 

11.   a b c     1 2 3 4 5 

12.   a b c     1 2 3 4 5 
 

 

 

 

This is the end of SECTION 2.  Please turn the page to begin SECTION 3.  
Once you begin SECTION 3, please do not return to a previous section. 
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SECTION 3A.  Please do not look back at previous sections. 

 
A. For each sentence (numbered 1-13) from the scenario in SECTION 3A of your 

test booklet, circle whether what the expert said was correct or incorrect.  Then, 
indicate how confident you are that your answer is correct. 

 
 

Indicate how confident you are that your answer is correct.   
     Not at all Confident    Very Confident 
 

1. Correct Incorrect   1 2 3 4 5  

2. Correct Incorrect   1 2 3 4 5 

3. Correct Incorrect   1 2 3 4 5 

4. Correct Incorrect   1 2 3 4 5 

5. Correct Incorrect   1 2 3 4 5 

6. Correct Incorrect   1 2 3 4 5 

7. Correct Incorrect   1 2 3 4 5 

8. Correct Incorrect   1 2 3 4 5 

9. Correct Incorrect   1 2 3 4 5 

10. Correct Incorrect   1 2 3 4 5  

11. Correct  Incorrect   1 2 3 4 5 

12. Correct Incorrect   1 2 3 4 5  

13. Correct Incorrect   1 2 3 4 5 

 

 

 

 

Continue to SECTION 3B. 
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SECTION 3B.  Please do not look back at previous sections. 

 
B. Consider the new information you just read in SECTION 3B of your test booklet, 
as well as what you remember from the information you saw earlier.  Please reason 
through the following questions and provide a short, written answer for each. 

 
 
1. Why might the Emerald Ash Borer cause more damage to the tree population in 

cities and towns than to the tree population in remote forests? 
 
 
 
 
 
 

2. When is the D-shaped hole created that is sometimes seen in the bark of affected 
Ash trees? 

 
 
 
 
 
 
3. If you were a furniture maker specializing in fine Ash furniture, would you rather be 

located in Asia or North America? Why? 
 
 
 
 
 
 
4. How specifically does the Emerald Ash Borer kill the tree? 
 
 
 
 
 
 
5.  You have seen Emerald Ash Borers in your backyard, and you know some of your 

trees are infected.  Suppose you have a choice of two pesticides, one that kills 
larvae and one that kills the adults.  Which would have the most immediate impact 
to save your trees? 

 
 
 
 
 

This is the end of SECTION 3.  Please turn the page to complete SECTION 4. 
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SECTION 4 
 
How familiar were you with the material presented on the Emerald Ash Borer before 
today? 
 

  Not at all familiar Very Familiar 
 1 2 3 4 5  
 
How interesting was the information about the Emerald Ash Borer? 
 

Not at all interesting Very interesting 
 1 2 3 4 5  
 
Which of the following statements best describes your experience answering the multiple 
choice test questions? 

 
 
 
 
In a learning situation sometimes information is presented verbally (e.g., with printed or 
spoken words) and sometimes information is presented visually (e.g., with labeled 
illustrations, graphs, or narrated animations).  Please circle your learning preference: 

 
 
 
 
Please comment on the information you saw about the Emerald Ash Borer and how easy 
it was to answer the questions after seeing this information: 
 
 
 
 
 
 
 
 
I am (please circle):  Male   Female                                        Age: ______ 
 
I am (please circle):   Freshman Sophomore   Junior Senior 
 
Please list your home country ________________ state _________county__________ 
 
Is English your first language? (Please circle): Yes  No 

Picture questions 
were much easier 
than text questions 

Picture questions 
were slightly easier 
than text questions

Picture and text 
questions were 
equally easy 

Text questions were 
slightly easier than 
picture questions 

Text questions were 
much easier than 
picture questions 

Strongly 
more verbal 
than visual 

Moderately 
more verbal 
than visual 

Slightly  
more verbal 
than visual 

Equally 
verbal and 
visual 

Slightly more 
visual than 
verbal 

Moderately 
more visual 
than verbal 

Strongly 
more visual 
than verbal 

Stop.  Please turn in your test booklet and this answer sheet and you are free to leave. 
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Appendix F: The Distracter Task 
 
 
 A copy of the distracter task follows.  This task was printed on a single side of a 

single sheet of paper for the study.  The larger margin requirements for this dissertation 

require the task to be shown here on two separate pages. 

This task intentionally used ambiguous text and picture pairs to encourage 

participants to think about their matches.  By using a task involving both pictures and 

text, both visual and verbal mental processes were needed, effectively preventing mental 

rehearsal of both modalities. Further details are available in the materials and methods 

chapter. 

 
 
 
 
Match the following pictures and descriptions by writing the appropriate letter in the 
space provided.  Use each description and each picture only once. 
 
_____ Look waaay up there. 
_____ Wow, is it really hot in here, or is it just me? 
_____ Brrrr.  It is cold. 
_____ Let’s go for a ride! 
_____ There is no time to sit and talk. 
_____ A lazy afternoon. 
_____ So dainty and nice. 
_____ Red and Blue. 
_____ Around and around and around. 
_____ What goes up, must come down. 
_____ Faster than a speeding bullet (okay, maybe not.) 
_____ Hurry up, we’re going to be late!! 
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A.    B.     C.     
 
 

D.         E.            F.     
 
 

G.    H.           I.     
 
 

J.     K.      L.  
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Appendix G: Experimental Protocol 
 
 

The experiment described in this dissertation adhered to the following protocol, 

which was approved by the Purdue University Institutional Review Board, the party 

responsible for approving research conducted with human subjects (Protocol 

#0806007032).   

 
Protocol 

 
Participants had the option of attending one of several different time slots outside of class 
time for which they pre-registered using SurveyMonkey.com.  The study was held in a 
classroom at Purdue University, West Lafayette.  Answer sheets were not able to be 
traced to a particular individual.  Neither the supervising instructor nor the teaching 
assistant had access to the answer sheets. 
 
The random number generator in Microsoft Excel was used to assign pre-registered 
participants to a seat which indicated which study condition and test they would receive.  
They were asked to initial a sign-in sheet so they could receive extra credit for their 
participation. 
 
The following information was presented orally: 
 
Thank you for volunteering to participate in this research project!  I should only use 
about 30-45 minutes of your time.  Please note that participation is completely voluntary, 
and you may choose to end your participation at any time.  However, your input is 
extremely important as we continue to study ways to improve educational materials. To 
participate, you will be asked to look at an information sheet and then answer questions 
about what you saw. 
  
You will be given four pages of information on the Emerald Ash Borer.  The Emerald Ash 
Borer is an invasive insect here in Indiana.   It has the potential to cause widespread 
economic and environmental devastation and the Department of Natural Resources is 
asking all of us to help prevent its spread. 
 
You will be given 1 minute [or 2 or 4 minutes] to review this information.  There will be a 30 
second [or one minute] warning when you have 30 seconds [one minute] left.  Please study 
and try to understand the material the best you can.  Later you will be asked questions about 
what you have studied.  Please note that we are testing the effectiveness of the instructional 
materials and not your individual abilities. 
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Are there any questions? [Pause and address any questions.] 
 
I will begin passing out the information.  Please do not begin looking at it until I say to. 
 
Participants then received either the picture information sheet (P) or the text information 
sheet (T).   
 
Time was started and participants were told to begin reviewing the information.  There 
was an announcement when there was 30 seconds or one minute left.  Time was recorded 
with a stop watch.  When time was up, the following was said: 
 
Time is up.  Please close your information sheet and pass it to the front of the room. 
 
Once all the information sheets were collected, the following was said: 
 
Now I am going to pass out a matching exercise.  The instructions are at the top of the 
page.  You will have 5 minutes to complete this exercise.  Please don’t begin until I tell 
you to. 
 
The distracter task was then distributed, and participants were told to begin.  At the end 
of 5 minutes, participants were told to pass the exercise to the front of the room and they 
were collected.  Then, the following was said: 

 
I will now begin distributing some questions about what you have just reviewed.  There 
are FOUR sections with a few questions in each section.  For sections 1 and 2, the 
questions are in a test booklet. You will mark your answer on an answer sheet.  For 
sections 3 and 4, the questions are printed right on your answer sheet. 
 
I will pass out the first section along with an answer sheet.  The instructions for 
answering the questions are at the top of the page.  Please mark your answers on the 
answer sheet under the heading SECTION 1.  Make sure you circle your test letter on the 
answer sheet so I know what answer key to use for your test. Please write only on the 
answer sheet.  Please do not write or otherwise markup the test questions.   
 
Once you have completed SECTION 1, raise your hand and I will collect those questions 
and give you the questions for SECTION 2.   
 
Once you have finished SECTION 2, please answer the questions in SECTION 3 and 
SECTION 4 on your answer sheet.  You may then turn in your answer sheet and test 
booklet and you will be free to leave. 
 
There is no time limit for answering the questions.  Please do your best to answer the 
questions. 
 
Are there any questions? [Pause and address any questions.] 
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Section 1 of the test was then distributed.  As students finished section 1, those questions 
were collected and section 2 was distributed.  Once students completed section 2 and the 
questions on the answer sheet (sections 3 and 4), their answer sheet and section 2 
questions were collected.  They were thanked for their time. 
 
 
 



 273

Appendix H: Material Validation Matching Test 
 
 
 

A copy of the matching test used during the material validation phase of the study 

is presented here.  Due to margin requirements for this dissertation, many of the images 

shown here have been reduced slightly from the size used on the matching test.  The 

overall layout, however, is shown here as it was on the actual test. 

 
 
 
 
 

 
 

Image Packet 
 

Images on the following pages are grouped into four sections.   
Please match each of the following images with the appropriate 

statement on the matching sheet. 
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Begin Section 1. 
 

1.     2.                  3.     4.  

0 ½  mile

 
 

5.                 6.        7.                     
 
 
 

8.     9.   10.  
 
 
 

11.                                12.   13. 
                                                                                        

½ inch 

½ inch

(Images continue on next page.) 

½ inch 
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End Section 1. 
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Begin Section 2. 
 

19.   20.   21.   22.  
 

23.       24.      25.      
 
    

26.     27.   28.   29.      
 
 

(Images continue on next page.) 
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30.               31. 

START 

 
 

 
 
 
 
 
 

 
32.                                                             33. START

 
 

 
 
 
 
 
 
 
 
34.                                                                  35.   

 
 

 
 
 
 
 
 
 
 
36.    

START 

 
 
 
 

End Section 2. 
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Begin Section 3. 

 

A.     B.     C.   
 
 

D.     E.     F.    G.    

H.                                                        I.      

J.                         K.  

(Images continue on next page.) 
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End Section 3. 
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Begin Section 4. 

 
 

S.      T.     U.    V.   
 
 
 
 

W.        X.     Y.      

Z.        AA.          BB.     

 
 

CC.     DD.    EE.     

(Images continue on next page.) 
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 (Images continue on next page.)  
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End Section 4.  Please complete the Section 5 questions on the matching 
sheet. 
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Matching Sheet 
Section 1 Instructions: 
 
On pages 1 and 2 of your image packet are a series of images numbered 1-18.  
Match each of the following statements with the one image it best describes.  Write the 
corresponding number in the space provided next to the statement below.  Use each 
statement and each image only once. 
 
_____ It entered Michigan. 

_____ A segmented insect with a small head, rounded hind end, long legs, and small 
spots on its back; it is about ¾ inch long. 

_____ A tree with many leaves on its branches. 

_____ Michigan forest acreage increased from 8000 to 28000 acres between 1935 and 
2003. 

_____ A tree with no leaves on the top branches. 

_____ A flying insect with four wings; it can fly ½ mile. 

_____ A piece of a log with the bark removed, revealing two jagged lines in the wood. 

_____ A tree with no leaves on any branches. 

_____ It entered New York. 

_____ 40% of the trees in Indiana cities and towns are ash trees. 

_____ A rectangular insect with a round head, tapered hind end, six legs, and large 
spots on its back; it is about ½  inch long. 

_____ A piece of a log with the bark removed, revealing S-shaped patterns in the wood. 

_____ A swarm of flying insects; they are above pine trees. 

_____ Northern hardwood forests increased from 8 million cubic feet to 12 million cubic 
feet between 1980 and 1993. 

_____ It entered California. 

_____ A piece of a log with the bark removed, revealing a deep groove down the center. 

_____ A bird with something in its beak; it is taking off in flight.  

_____ A rectangular insect with a square head, tapered hind end, six legs, and small 
antennae; it is about ½ inch long. 

 
End of Section 1. Continue to Section 2. 
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Section 2 Instructions: 
 
On pages 3 and 4 of your image packet are a series of images numbered 19-36.  
Match each of the following statements with the one image it best describes.  Write the 
corresponding number in the space provided next to the statement below. Use each 
statement and each image only once. 
 
_____ The branch has twigs that grow opposite each other.  

_____ The Emerald Ash Borer started in Africa. 

_____ The Emerald Ash Borer is now in Maine, New Hampshire, Vermont, New York, 
Massachusetts, and Pennsylvania. 

_____ Leaves sprouting from the base of a tree and further up on the trunk. 

_____ Larvae were relocated in a barrel made from infested wood and metal. 

_____ The branch has bark partially missing with sap dripping from the branch. 

_____ Mushrooms growing from a tree trunk midway up on the tree. 

_____ A man with a gas mask fills a tank in the back of a pickup truck.  

_____ The Emerald Ash Borer is now in Michigan, Illinois, Indiana, Ohio, Pennsylvania, 
Maryland, and West Virginia. 

_____ Roots showing above ground surrounding the base of a tree. 

_____ Larvae were relocated in a wooden shipping box made from infested wood. 

_____ The branch has twigs and buds that do not grow opposite each other. 

_____ The Emerald Ash Borer started in North America. 

_____ Firewood was put into the back of a pickup truck.   

_____ A man pushes a log into a woodchipper. 

_____ The Emerald Ash Borer started in Asia. 

_____ The Emerald Ash Borer is now in Illinois, Indiana, Kentucky, and Tennessee. 

_____ Larvae were relocated in a cardboard box filled with packing peanuts. 

 
 
 

End of Section 2.  Continue to Section 3. 
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Section 3 Instructions: 
 
On pages 5 and 6 of your image packet are a series of images lettered A – R.  
Match each of the following statements with the one image it best describes.  
Write the corresponding letter in the space provided next to the statement below. 
Use each statement and each image only once. 
 
_____ A picture of a penny.  The length of the insect covers about 2/3 of the penny. 

_____ Grooves in wood that begin at one end and move straight through like a knife cut.  

_____ Forty 

_____ Michigan 

_____ A picture of an inch ruler.  The length of the insect covers about 3 inches. 

_____ The middle third of the tree. 

_____ Ten years 

_____ A picture of a metric ruler.  The length of the insect covers about 3 mm. 

_____ Indiana 

_____ Eighty 

_____ Five years 

_____ The top third of the tree. 

_____ Grooves in wood that begin at one end and move back and forth like a coil. 

_____ Grooves in wood that begin at a central point and move outward like a starburst. 

_____ Maryland 

_____ Twenty years 

_____ Twenty 

_____ The bottom third of the tree. 

 
 

End of Section 3.  Continue to Section 4. 
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Section 4 Instructions: 
 
On pages 7 through 9 of your image packet are a series of images lettered S-
RR.  Match each of the following statements with the one image it best 
describes.  Write the corresponding letter in the space provided next to the 
statement below.  Use each statement and each image only once. 
 
Please note this list continues on the next page. 
 

_____ Seven 

_____ Small, D-shaped holes in the bark. 

_____ Seeds are papery thin and hang from individual stems in clusters. 

_____ Wooden chairs, tables, and cabinets. 

_____ The firewood was infested with Emerald Ash Borer larvae. 

_____ Africa 

_____ Little leaves with a smooth edge growing on the stem in mirror-image pairs 
(opposite each other); branch with twigs growing in mirror-image pairs on 
either side of the branch. 

_____ The bark is rough, chunky, and diamond-shaped. 

_____ Small oval holes in the end of a log. 

_____ Baseball bats         

_____ Pale patches in the center of the leaves. 

_____ Wooden pallets (platforms which help move large items). 

_____ Branch with twigs growing in staggered pairs (not opposite each other); bark 
with a rough texture that is diamond shaped. 

_____ Five 

_____ An adult Emerald Ash Borer flying away. 

_____ The death toll of ash trees infested by the Emerald Ash Borer is 100%. 

_____ Men loading wooden furniture into a truck. 

_____ Australia                     

(List continues on next page.) 
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(Section 4 continued.) 
 

_____ Little leaves with a serrated edge growing on the stem in staggered pairs (not 
opposite each other); papery thin seeds hanging in pairs. 

_____ Asia 

_____ Leafy growth coming from a tree trunk. 

_____ Larvae are cream colored with bell shaped segments; larvae range in size from 
1 – 3 cm. 

_____ Axe handles 

_____ A lady putting firewood into a truck. 

_____ Nine 

_____ A single leaf is made up of about seven little leaves with smooth edges, three 
pairs growing opposite each other on either side of the stem with one little 
leaf at the end of the stem. 

 
 
 
 
 
 
 
 
 

 
 

End of Section 4. Continue to Section 5. 
 
 
 
 
 
 
 
 
 
 

 



 

 

288

 
Section 5 Instructions: 
 
Please complete the following: 

 
Overall, how difficult was this matching test? 
 

Very easy  Very difficult 
1 2 3 4 5  

 
 
Were there any images that were more difficult than others to match to a 
statement?  If so, please list the number or letter of the image(s) here: 
 
 
 
 
 
 
 
Age: ________ 
 
I am (please circle):     Male Female 
 
I am (please circle): Freshman Sophomore Junior Senior 
 
Please list your home: 
   
Country ___________________ 
 
  State ______________________  
 
  County _____________________ 
 
 
Is English your first language?  (Please circle): Yes No 
 
How familiar are you with the Emerald Ash Borer? 
 

Never heard of it  Very familiar 
1 2 3 4 5  

 
 

This is the end of the study.  Please turn in your image packet and this 
matching sheet and you are free to go.  Thanks for your help!! 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

VITA 
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